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Abstract

This paper is the first of two articles which develop the notion of protoperads. In this one,
we construct a new monoidal product on the category of reduced S-modules. We study the
associated monoids, called protoperads, which are a type of generalised operad. As operads encode
algebraic operations with several inputs and one output, protoperads encode algebraic operations
with the same number of inputs and outputs. We describe the underlying combinatorics of
protoperads, and show that there exists a notion of free protoperad. We also show that the
monoidal product introduced here is related to Vallette’s one on the category of S-bimodules,
via the induction functor.
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Introduction

The motivation for this work is to determine what is a double Poisson bracket up to homotopy.
Double Poisson structures, defined by Van den Bergh in [21], give Poisson structures in non-
commutative algebraic geometry (see [5, 22, 2, 1]). A double Poisson structure is properadic in
nature; it is encoded by the properad DPois (see [11]). This gives a good framework in which
to study its up-to-homotopy version (cf. [18, 15, 16] for the definition of properad).

This is the first of two papers in which the author develops the notion of protoperad, which is
a kind of properad (see [18, 19]). The homotopy theory of these new objects and its applications
is treated in the second paper [11]. A properad is an algebraic notion which encodes types of
bialgebras, i.e. operations with several inputs and several outputs. Properads are related to
other families of algebraic objects:

Associative algebras ⊂ NS-Operads ⊂ Operads ⊂ Dioperads ⊂ Properads ⊂ Props.
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To illustrate these, let V be a k-vector space: associative algebras encode algebraic structures
on V with one input and one output V → V ; non-symmetric (and symmetric) operads encode
algebraic structures with several inputs and one output V ⊗m → V ; dioperads, properads and
props encodes algebraic structures with several inputs and outputs V ⊗m → V ⊗n. To illustrate
the relationship between these, we indicate below in which categories these objects live and their
underlying combinatorics.
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These successive algebraic structures increase in generality. As a consequence, their homo-
topy theory is also more and more elaborate. If props encode the largest category of algebraic
structures, we do not yet have the homotopical tools, such as Koszul duality theory, that hold for
properads, operads, etc. Chain complex structures are encoded by the algebra of dual numbers.
The non-symmetric operad framework is the minimal one to encode associative algebras, the
symmetric operad framework is the minimal one that encodes associative commutative algebras,
and so on: dioperads to encode bialgebras without genus in the underlying combinatorics, as Lie
bialgebras.

In this paper, we define a new kind of such objects called protoperads, which are new inter-
mediaries between algebras and properads:

Operads

Algebras Properads

Protoperads

.

Protoperads are monoids in the same category as operads but for a new and very different
monoidal product ⊠, the connected composition product, that we will define in Section 2. Gen-
erators of protoperads have the same number of inputs and outputs and a diagonal symmetry :
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in fact, the S-bimodule (which are families of bimodules on permutation groups) of generators
is induced by representations of the symmetric groups Sn, and the diagonal morphism

Sn −→ Sn ×Sop
n

g 7−→ g × g−1 . (1)

There are represented by

1 2 ··· n

or by

if there is no ambiguity as to the arity i.e the number of inputs and outputs. Just as the
combinatorics of operads is given by trees, the combinatorics of protoperads is described by
walls, defined in Section 1. The main example is the protoperad DLie, which encodes a part of
the double Poisson structure (called the double Lie structure), and which is defined by generators
and relations, i.e. DLie = F (VDLie)/⟨RDJ ⟩, with the following generator with 2 inputs and two
outputs:

VDLie =

1 2

= −
2 1

and the double Jacobi relation

RDJ =

1 2 3

+

2 3 1

+

3 1 2

.

We summarise the most important results of this article in the following theorem.

Theorem (Definition 2.15, Theorem 4.15 and Theorem 5.14). Let C be an abelian symmetric
monoidal category. The category S-modredC of reduced S-modules, i.e. the full sub-category of
functors P : Bijop → C such that P (∅) = 0, is monoidal for the connected composition product
⊠. The monoids in this category are called protoperads. There exists the free protoperad functor,
denoted by F (−), and the monoidal functor

Ind :
(
S-modredC ,⊠

)
−→

(
S-bimodredC ,⊠Val

)
,

which is exact and satisfies Ind ◦F = FVal ◦ Ind, where FVal is the free properad functor.

About the second paper [11] For an object P in the previous table, e.g. P an operad, a
properad, etc. the notion of P-algebra up to homotopy is encoded by a cofibrant resolution of
P. The homotopy theory of such objects is complicated. So it is useful to have the minimal
framework to attack the problem of determining of a cofibrant resolution. We have technical
tools to construct such a resolution, depending of the framework: the Koszul duality theory,
rewriting methods, PBW or Gröbner bases and distributive laws (see [7, 3, 12]). But, apart from
the Koszul duality theory developed by Vallette in [18, 19], such tools do not exist for properads.
As a direct study of the Koszulness of the properad encoding double Lie structure is difficult,
the idea is to use the diagonal symmetry of the generator and the relation of this properad to
pass in the simpler world of protoperad and study the associated protoperad DLie. Using the
framework of protoperads is successful. In the second paper [11], the author develops the Bar-
Cobar adjunction and the Koszul duality theory of protoperads (see [11, Theorem 2.24]), which
is related to Koszul duality theory of properads (see [18, 19]) via the induction functor Ind. We
use it to prove the following theorem.
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Theorem (Main theorem of [11]). The properads DLie and DPois are Koszul.

As the double Jacobi relation lives in genus 0, one can choose one other type of such object
to encode double Lie structure, like dioperads (see [4] for the definition). But, as remarked by
Merkulov–Vallette in [15, Sect. 5.6.], the functor

dioperads −→ properads

do not preserve the Koszulness. So proving the Koszulness of the dioperad encoding double Lie
structure (which is done in [10, Corollaire 7.3.0.5.]) is not enough to prove the same property
for the associated properad.

Contents of this article

Section 1 – Bricks and walls We develop the combinatorics for protoperads. This is
controlled by walls. A wall over a non-empty finite set S is a set of subsets (called bricks) of
S, equipped with a particular partial order and such that the union of these subsets is S. We
represent a wall W = ((W1, . . . ,Wn),⩽) diagrammatically as follows:

ab c d e

W1 W2

W3

W4W5

.

Here, the set S is {a, b, c, d, e} and W has five elements. In this diagram, the dotted lines
correspond to elements of S, each white box is a brick of the wall W , i.e. an element of S, and
the partial order can be readable on the diagram : we have Wi ⩽ Wj if Wi ∩Wj ̸= ∅ and the
brick Wj is above the brick Wi.

This is encoded by the functor Wconn and certain subfunctors. We define also the notion of
connectedness for a wall and denote by Wconn(S), the set of connected walls over S.

Section 2 – Products on S-modules We review two monoidal products on S-modredC :=

Func(Bijop,C)red which is the full sub-category of functors P : Bijop → C from the category Bij

of finite sets with bijections, to an abelian monoidal category C such that P (∅) = 0. These are
the composition product □ , also called the Hadamard product, and the concatenation product
⊗conc (see Section 2.3).

We also define the connected composition product on S-modredC (see Definition 2.15), denoted
by ⊠, which encodes algebraic structures which have the same number of inputs and outputs
and a diagonal symmetry. It is the bifunctor

−⊠− : S-modredC ×S-modredC −→ S-modredC

defined, for reduced S-modules P and Q and for a non-empty finite set S, by:

P ⊠Q(S) :=
⊕

(I,J)∈X conn(S)

⊗
α

P (Iα)⊗
⊗
β

Q(Jβ).

For a S-module P , we represent a element p of P(S) as a labelled brick

s1 s2 · · · sm

p ,
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where the dotted lines correspond to elements of S. With this graphical representation, an
element in the product P ⊠c Q(S) is represented by

s1 s2 sm

· · · · · ·q1 qj qs

· · ·p1 pr

where q1, . . . , qs ∈ Q and p1, . . . , pr ∈ P .

Section 3 – Connected product on S-bimodules In this section, we recall three
monoidal structures on the category of reduced S-bimodules which are analogous to those on
reduced S-modules: the concatenation product, the composition product, and the connected
composition product ⊠Val, defined by Vallette in [18, 19]. Here we take a different approach
from the original one: we give an equivalent definition of the connected composition product,
which is more adapted to species and the functorial point of view of S-bimodules.

Section 4 – Induction functor The new product ⊠ is the avatar of the product ⊠Val

on the category S-bimodredC . The most important property of the product ⊠ is its compatibility
with the Vallette product via the induction functor Ind : S-modredC → S-bimodredC , defined using
Equation (1). We prove the following.

Theorem (Theorem 4.15). The induction functor

Ind :
(
S-modredC ,⊠

)
−→

(
S-bimodredC ,⊠Val

)
is monoidal. In particular, it sends protoperads to properads,

Section 5 – Protoperads In this section, we define the central object of this paper.

Definition (Protoperad). Protoperads are the monoids in the monoidal category (S-modredC ,⊠c).
The product of a protoperad P is a map µ : P ⊠c P → P(S) graphically represented

s1 s2 sm

· · · · · ·p1 pj ps

· · ·p′1 p′r
7−→

s1 s2 sm

· · · · · ·p1 pj ps

· · ·p′1 p′r
=:

s1 s2 · · · sm

µ(p′1, . . . , p
′
r ; p1, . . . , ps)

where p!, . . . , ps, p′1, . . . , p′r ∈ P.

Under the functor of induction, protoperads are identified with properads concentrated in
the arities (n, n) with n ∈ N∗. We give equivalent definition of a protoperad, generalising the
definition of operads in terms of partial compositions.

Proposition (Proposition 5.10). A protoperad P has an underlying partial composition system.
Conversely, a partial composition system on a S-module P canonically extends to a protoperad
structure.

Using the work of Vallette on free monoids in abelian monoidal categories (see [20]), we show
that there exists a free protoperad functor. We also have a combinatorial description of the free
protoperad.
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Theorem (Theorem 5.14). Let V be a reduced S-module. The free protoperad functor is the
graded functor F ∗(−) given by the isomorphism of right Aut(S)-modules

F ρ(V )(S) ∼=
⊕

({Wα}α∈A,⩽)
∈Wconn

ρ (S)

⊗
α∈A

V (Wα),

for S a finite set and ρ a natural number and with Wconn
ρ (S), the set of connected walls with ρ

bricks.

Section 6 – Colours on walls In this last section, we define the notion of a coloured
wall, and we associate to a wall W over a totally ordered set S, the colouring complex, denoted
by CCol

• (W ). This is motivated by the combinatorial description of the bar construction of the
free protoperad (see also [10, 11]). The principal result of this section is the following:

Theorem (see Theorem 6.15). Let S be a finite totally ordered set, and W a wall over S. If the
set Succ(W ) (see Section 1.1 for the definition of Succ) is non empty, then the colouring complex
CCol
• (W ) is acyclic.
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Notations

We use the notation N∗ for the set N − {0}. We denote by Bij, the category with finite sets as
objects and bijections as morphisms and Sets, the category of all sets and all maps. For two inte-
gers a and b, we denote by [[a, b]] the set [a, b]∩Z, and, for n in N∗, Sn is the automorphism group
of [[1, n]], i.e. Sn := AutBij ([[1, n]]). Let C and D be two categories, we denote by Func(C,D), the
category of the functors from C to D. Let (D,⊙) be a monoidal category: we denote by As(D,⊙)
the category of monoids without unit (not necessarily unital) in D and UAs(D,⊙) the category
of unital monoids in D. If (D,⊙) is symmetric monoidal, we also denote by Com(D,⊙) the cat-
egory of commutative monoids and UCom(D,⊙) the category of commutative unital monoids in
D. A monoidal category (D,⊙, I) is an abelian monoidal category if D is also abelian: we do not
suppose any compatibility between the monoidal product ⊙ and the abelian structure ⊕.

1. Bricks and walls

We begin by describing the combinatorial framework of this paper. The first section is about
posets and, after that, we introduce the functor of walls. Walls encode the combinatorics of
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"diagonal properads", as rooted trees govern the combinatorics of operads (see 1.22 for a pictural
explanation of this fact). In this section, we define two important functors:

X conn : Bijop → Setsop and Wconn : Bijop → Setsop .

The first one, X conn, encodes the combinatorics of the new monoidal structure on the category
of S-modules, the connected composition product (see Section 2.4). The second, Wconn encodes
the combinatorics of the free monoid for this monoidal structure (see Theorem 5.14).

Remark 1.1. In this section, we construct (covariant) functors from the opposite category of
finite sets to the opposite category of sets, i.e. F : Bijop → Setsop or a abelian symmetric
monoidal category C, i.e. F : Bijop → C. We choose to consider the opposite category of Bij to
get a right action of the automorphism group Aut(S) on F(S). This right action mimics the
actions of symmetric groups on the leaves of trees in the operadic case.

1.1 Recollections on posets Let k and l be two elements of a poset (K,⩽). We say that k
and l are successors if k < l and if there does not exist an element t in K such that k < t < l.
We denote by Succ(K), the set of pairs of successors of K. A chain of a poset K is an increasing
sequence of elements of K and the length of the chain is the number of elements of the chain:
we denote the length of a chain k1 < k2 < . . . < kr by len(k1 < k2 < . . . < kr). The height of an
element k of a poset (K,⩽) is the element h(k) of N ∪ {∞} defined by

h(k) := max
{
len(c) ∈ N∗ | c = (λ1 < λ2 < . . . < λr−1 < k)

}
.

Proposition 1.2. Let (K,⩽) be a poset and (k, l) in Succ(K). Then the surjection

πlk : K ↠ K/k∼l

induces a partial order on K/k∼l defined, for all r and s in K, by
• [r] ⩽ [s] if r ⩽ s and r, s /∈ {k, l}
• [s] ⩽ [k ∼ l] (resp. s ⩾ [k ∼ l]) if s ⩽ k or s ⩽ l (resp. s ⩾ k or s ⩾ l).

Proof. Left to the reader.

Lemma 1.3. Let (R,⩽R) and (S,⩽S) be two posets with injections R ↪→ T ←↩ S. If, for all a
and b in R ∩ S, a ⩽R b if and only if a ⩽S b, then R ∪ S has a canonical partial order which
extends the partial orders ⩽R and ⩽S.

Proof. For any x and y in R∪S, we have x ⩽R∪S y if and only if one of the following assumption
holds:

• x and y are in R and x ⩽R y;
• x and y are in S and x ⩽S y;
• x is in R, y is in S and there exists t in R ∩ S such that x ⩽R t ⩽S y.

1.2 The functors of walls In the rest of this section, we define some (covariant) functors
from the category Bijop to the category Setsop, called functors of walls. Let W be a functor of
walls (see below for definitions) and S a finite set with n elements. An element W of W(S)

should represent a morphism HomC(V
⊗n, V ⊗n), for V an object of C, with a diagonal action of

Sn by permutations inputs and outputs at the same time.
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Definition 1.4 (Functor of ordered wallsWor). For n in N∗, the covariant functorWor
n : Bijop −→

Bijop is given, for all finite set S, by

Wor
n (S) :=

{
W =

(
(W1, . . . ,Wn),⩽

)∣∣∣∣∣ ∀i ∈ [[1, n]],Wi ⊂ S, Wi ̸= ∅; ∪iWi = S ;

∀s ∈ S,ΓWs := {Wi|s ∈Wi} is totally ordered (by ⩽)

}
.

We denote by (W, ⩽), the elements of Wor
n (S). The action of an element σ of Aut(S) on(

(W1, . . . ,Wn),⩽
)

in Wor
n is induced by the canonical action on S,(

(W1, . . . ,Wn),⩽
)
· σ =

(
(W1 · σ, . . . ,Wn · σ),⩽σ

)
where ⩽σ is induced by the total orders of the sets ΓW ·σ

s := {Wi ·σ|s ∈Wi ·σ}. The functorWor

is defined by
Wor : Bijop −→ Setsop

S 7−→
∐
n∈N∗Wor

n (S)
.

Remark 1.5. About the diagrammatic representation of walls. The terminology introduced in
Definition 1.4 comes from the diagrammatic representation of the elements of Wor(S). Fix an
finite set S and an element W = ((W1, . . . ,Wn),⩽) ∈ Wor(S) : one can represents elements of
S by vertical dotted lines and the subset Wi of S by a brick :

a b c d e

Wi

.

As S does not have a total order, one can choose an other order on S to represent it, as the
following

a c b d e

WiWi

.

In this case, the representation of the brick Wi is "broken". Just as the combinatorics of operads
is controlled by rooted trees (cf. [12, Sect. 5.6]), the combinatorics of protoperads is controlled
by a stack of bricks : an element W = ((W1, . . . ,Wn),⩽) of Wor(S) is called a wall. The partial
order of W = ((W1, . . . ,Wn),⩽) gives a way to organise the bricks W1, . . . ,Wn between them.
For example, if we consider a set S = {a, b, c, d, e} with five elements and a wall W with five
bricks W1 = {c, d} =W3, W2 = {a, e}, W4 = {a, d, e}, and W5 = {b, c} with the partial order

W1 ⩽W5 ⩽W3, W1 ⩽W4 ⩽W3, W2 ⩽W4,

one can represent it by

ab c d e

W1 W2

W3

W4W5

or

a bc d e

W1 W2

W3

W4W5 W5

.

The partial order is readable on the diagram : we have Wi ⩽ Wj if Wi ∩Wj ̸= ∅ and the brick
Wj is above the brick Wi in the representation.

Remark 1.6. The terminology ordered wall is chosen because elements of Wor
n (S) is n-tuples

of subsets of S. It does not refer to the partial order which corresponds to the combinatorics of
the wall.
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Example 1.7. We consider W1 = {1, 2}, W2 = {3, 4} and W3 = {2, 3}, three subsets of
S = [[1, 4]]. We have the following four elements of Wor

3 (S):
•
(
(W1,W2,W3), <

1
)

with <1 given by W1 <
1 W3 and W2 <

1 W3, represented by

1 2 3 4

W3

W2W1
.

•
(
(W1,W2,W3), <

2
)

with <2 given by W3 <
2 W1 and W3 <

2 W2, represented by

1 2 3 4

W3

W2

W1

.

•
(
(W1,W2,W3), <

3
)

with <3 given by W1 <
3 W3 and W3 <

3 W2, represented by

1 2 3 4

W3

W2

W1
.

•
(
(W1,W2,W3), <

4
)

with <4 given by W3 <
4 W1 and W2 <

4 W3, represented by

1 2 3 4

W3

W2W1
.

These four elements of Wor
3 (S) are distinct.

Remark 1.8. For all non-empty sets S, we have Wor
0 (S) = ∅. For all integers n > 0, the

group Sn acts freely on Wor
n (S) by permuting the position of elements, i.e. for τ in Sn, we have

τ ·
(
(W1, . . . ,Wn),⩽

)
=
(
(Wτ−1(1), . . . ,Wτ−1(n)),⩽

)
. The partial order is the same because it

doesn’t depend of the Wi’s indexes.

The vertical composition product on Wor, is the natural transformation:

V :
(
Wor ×Wor

)
(−) −→Wor(−)

given, for all finite set S, by Vn,m,S : Wor
n (S) × Wor

m (S) −→ Wor
m+n(S) which sends the pair(

(W,⩽W ), (L,⩽L)
)

on
(
R = (W1, . . . ,Wn, L1, . . . Lm),⩽L

W

)
where, for all s in S, the total order

of the poset ΓRs is induced by the ones of ΓWs and ΓLs and by extension, for all Wi in ΓWs and all
Lj in ΓLs , we have Wi ⩽L

W Lj . The vertical product is represented as follow:

b c d

W1

W2 ×
b c d

W3
V7−→

b c d

W1

W3

W2

This product is associative, so, for all finite set S, we have the following commutative diagram:

Wor(S)×Wor(S)×Wor(S)
V×id //

id×V �� ⟲

Wor(S)×Wor(S)

V��
Wor(S)×Wor(S)

V
//Wor(S).
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The (horizontal) concatenation product on Wor, is the natural transformation between bi-
functors:

H :Wor(−1)×Wor(−2) −→Wor(−1 ⨿−2)

given, for all finite sets S and T , by Hn,m,S,T :Wor
n (S)×Wor

m (T ) −→Wor
m+n(S⨿T ) which sends(

(W,⩽W ), (L,⩽L)
)

to
(
R = (W1, . . . ,Wn, L1, . . . Lm),⩽W,L

)
where, for all s in S and t in T ,

we have the equalities ΓRs = ΓWs and ΓRt = ΓLt . The horizontal product is represented as follow

b c d

W1

W3

W2 ×

ae

V1

V2 H7−→

ab c d e

W1 V1

W3

V2W2 .

This product is associative and commutative, so we have the following commutative diagrams:

Wor(−1)×Wor(−2)×Wor(−3)
H×id //

id×H �� ⟲

Wor(−1)×Wor(−2 ⨿−3)

H��
Wor(−1 ⨿−2)×Wor(−3) H

//Wor(−1 ⨿−2 ⨿−3)

and
Wor(−1)×Wor(−2)

H //

∼= �� ⟲

Wor(−1 ⨿−2)
∼=��

Wor(−2)×Wor(−1) H
//Wor(−2 ⨿−1) .

We also have the following commutative diagram of natural transformations, called the inter-
changing law :(

Wor
)×2

(−1)×
(
Wor

)×2
(−2)

(
Wor(−1)×Wor(−2)

)×2

Wor(−1)×Wor(−2)
(
Wor(−1 ⨿−2)

)×2

Wor(−1 ⨿−2)

id×σ×id

V×V H×H

H
⟲

V

.

Definition 1.9 (Functor of walls W). We define the functor Wn : Bijop → Bijop by Wn :=(
Wor
n

)
Sn

which is given, for all finite sets S, by

Wn(S) :=

{
W =

(
{Wα}α∈A,⩽

) ∣∣∣∣∣ |A| = n; ∀α ∈ A, Wα ⊂ S, Wα ̸= ∅; ∪αWα = S;

∀s ∈ S, ΓWs := {Wα|s ∈Wα} is totally ordered (by ⩽)

}
.

We have the natural projection π : Wor → W. The action of an element σ of Aut(S) on(
{Wα}α∈A,⩽

)
∈ Wn is induced by the canonical action on S, i.e.(

{Wα}α∈A,⩽
)
· σ =

(
W = {Wα · σ}α∈A,⩽σ

)
where ⩽σ is induced by total orders of ΓW ·σ

s·σ := {Wα ·σ|s ·σ ∈Wα ·σ}. We also define the functor

W : Bijop −→ Setsop

S 7−→
∐
n∈N∗Wn(S)

.

An element W of W(S) is called a wall over S, and an element of a wall W is called a brick of
W .
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Remark 1.10. In Remark 1.5, we consider the set S = {a, b, c, d, e} with five elements and the
wall W with five bricks W1 = {c, d} = W3, W2 = {a, e}, W4 = {a, d, e}, and W5 = {b, c} with
the partial order

W1 ⩽W5 ⩽W3, W1 ⩽W4 ⩽W3, W2 ⩽W4,

represented by
ab c d e

W1 W2

W3

W4W5

.

One can also consider the wall W ′ with five bricks W ′
1 = {c, d} = W ′

3, W
′
5 = {a, e}, W ′

4 =

{a, d, e}, and W ′
2 = {b, c} with the partial order

W ′
3 ⩽W ′

2 ⩽W ′
1, W

′
3 ⩽W ′

4 ⩽W ′
1, W

′
5 ⩽W ′

4,

represented by
ab c d e

W ′
3 W ′

5

W ′
1

W ′
4W ′

2
.

The walls W and W ′ are distinct elements inWor(S) which are identified inW(S) to the element
[W ] which can be represented by

ab c d e

or

a bc d e

,

the grey colour indicating that this brick is "broken" in this representation.

Proposition 1.11 (Products onW). The products V and H on Wor pass through the quotient
by the actions of the symmetric groups on the indexes of bricks, hence induce natural transfor-
mations

V :
(
W ×W

)
(−) −→W(−) and H :W(−1)×W(−2) −→W(−1 ⨿−2),

respectively called the composition product and concatenation product on W, such that we have
the following commutative diagrams(

Wor ×Wor
)
(−) Wor(−)

(
W ×W

)
(−) W(−)

V

π×2 ⟲ π

V

;

Wor(−1)×Wor(−2) Wor(−1 ⨿−2)

W(−1)×W(−2) W(−1 ⨿−2)

⟲

H

π×2 π

H

;

(
W ×W

)
(−1)×

(
W ×W

)
(−2) W(−1)×W(−2)×W(−1)×W(−2)

W(−1)×W(−2) W(−1 ⨿−2)×W(−1 ⨿−2)

W(−1 ⨿−2)

id×σ×id

V×V H×H

H

⟲

V

.
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1.3 Two subfunctors ofW We introduce here two important subfunctors ofW. For all finite
non-empty sets S and all n in N∗, we define the functor of ordered partitions Yor

n : Bijop → Bijop,
by

Yor
n (S) := { (K1, . . . ,Kn) | ⨿ni=1Ki = S; ∀i ∈ [[1, n]],Ki ̸= ∅ }

equipped with the natural injection Yor
n ↪→ Wor

n . By disjoint union, we also define the functor
Yor by

Yor : Bijop −→ Setsop

S 7−→
∐
n∈N∗ Yor

n (S)
.

Example 1.12. Consider a set S = {a, b, c, d, e}, the wall W = (W1,W2,W3) with W1 = {c, d},
W2 = {a} and W3 = {b, e}, represented by

a b c d e

W1W2 W3 W3

is an element of Yor(S).

Via the vertical composition, we have, for all finite sets S and all m and n in N∗, the
isomorphism:

Yor
m (S)× Yor

n (S) ∼=R =
(
(K1, . . . ,Km, L1, . . . , Ln),⩽

)
∣∣∣∣∣∣∣∣∣
⨿iKi = S = ⨿jLj ;
∀i ∈ [[1,m]],Ki ̸= ∅; ∀j ∈ [[1, n]], Lj ̸= ∅;

∀s ∈ S, ∃!i ∈ [[1,m]], ∃!j ∈ [[1, n]]

s.t. ΓRs := {Ki, Lj} and Ki ⩽ Lj

 ,

which gives us the natural injection Yor
m (S) × Yor

n (S) ↪→ Wor
m+n(S). Hence, we define, for all

non-empty finite sets S, the functor X or of ordered pairs of partitions of finite sets, by

X or(S) :=
∐

m,n∈N∗

Yor
n (S)× Yor

m (S).

equipped with the natural injection X or ↪→ Wor. This functor is important: it encodes the
combinatorics of our new monoidal product, up to a property of connectedness (see Section 1.4).

Example 1.13. Let S be a set with five elements. The following wall

a bc d e

W1 W2

W4W5 W5

W3

represents an element of X or(S).

The natural surjection π : Wor ↠ W gives the following commutative diagrams of natural
transformations:

Yor Wor X or

Y W X
⟲ ⟲ ,
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where Y (resp. X ) is the quotient of Yor (resp. X or) by the action of the symmetric group on
the indexes of bricks. The concatenation product restricts to the subfunctors X and Y:

Y(−1)× Y(−2) W(−1)×W(−2)

Y(−1 ⨿−2) W(−1 ⨿−2)

µconc ⟲ H and

X (−1)×X (−2) W(−1)×W(−2)

X (−1 ⨿−2) W(−1 ⨿−2)

µconc ⟲ H .

1.4 Connected walls Now, we introduce the notion of connectedness of a wall. Let (W =

{Wα}α∈A,⩽) be a wall in W(S) (or in Wor(S)). We define on W the equivalence relation of
connectedness conn.∼ : for two elements a and b of A, we say Wa

conn.∼ Wb if there exist an integer
n ⩾ 2 and a sequence W0,W1, . . . ,Wn−1,Wn of elements of W with W0 = Wa and Wn = Wb

such that, for all i in [[0, n− 1]],

Wi ∩Wi+1 ̸= ∅ and (Wi,Wi+1) ∈ Succ(W ) or (Wi+1,Wi) ∈ Succ(W ).

Definition 1.14 (Projection K). We define the projection K as follows: for a finite set S, we
have

KS : W(S) −→ Y(S) ⊂ W(−)
W 7−→

{⋃
Bα∈π−1([B])Bα

∣∣∣ [B] ∈ π(W )
} ,

where π is the projection of W to its quotient by conn.∼ .

Example 1.15. Consider the set S = {a, b, c, d, e} with five elements and the wall W ∈ Wor(S)

with five bricks W1 = {c, d} =W3, W2 = {a, e} =W4, and W5 = {b, c} with the partial order

W1 ⩽W5 ⩽W3, W1 ⩽W3, W2 ⩽W4,

represented by
ab c d e

W1 W2

W3

W4W5

.

Denote the class of W in W(S) also by W , which is represented by

ab c d e

,

then the wall K(W ) is represented by

ab c d e

,

Example 1.16. Consider the set S = {a, b, c, d, e} with five elements and the wall W with five
bricks W1 = {c, d} =W3, W2 = {a, e}, W4 = {a, d, e}, and W5 = {b, c} with the partial order

W1 ⩽W5 ⩽W3, W1 ⩽W4 ⩽W3, W2 ⩽W4,
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represented by
ab c d e

W1 W2

W3

W4W5

.

Denote the class of W in W(S) also by W , which is represented by

ab c d e

,

then the wall K(W ) is represented by

ab c d e

.

We have the natural commutative diagram

X
⟲

� � //

K
��

W

K
��

Y �
� //W.

Lemma 1.17. The projection K is associative, i.e. the following diagram of natural transfor-
mation commutes:

Y×3 Y×2

Y×2 Y

Y×K

K×Y ⟲ K

K

.

Definition 1.18 (The functor Wconn). We define the functor

Wconn,or
n : Bijop −→ Bijop

by, for all non-empty set S, the fiber of KS :Wor(S)→ Yor(S) over the wall with one brick {S},
i.e. the subfunctor of Wor

n giving by Wconn,or
n (S) :=(W,<W ) ∈ Wor

n

∣∣∣∣∣
∀α, β ∈ [[1, n]], ∃Wα =:Wi0 , . . . ,Wim−1 ,Wm :=Wβ

s.t. ∀j ∈ [[0,m− 1]], Wij ∈W, Wij ∩Wij+1 ̸= ∅
and (Wij ,Wij+1) or (Wij+1 ,Wij ) ∈ Succ(W )

 .

The natural surjection Wor ↠W gives us the subfunctor

Wconn,or Wor

Wconn W

called the functor of connected walls: an element of Wconn(S) is called a connected wall on S.
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Example 1.19. Consider the set S = {a, b, c, d, e} and the two elements W and W ′ in W(S)

respectively represented by

ab c d e

and

ab c d e

.

Then W is connected and W ′ is not.

Remark 1.20. By the same arguments as in Section 1.3, we have the natural injection of X conn

in Wconn.

Proposition 1.21. Let W be a wall in W(S). Then, there exist n in N and S1 ⨿ . . . ⨿ Sn a
unique non-ordered partition of S such that

W ∈ im
(
H :

n∏
i=1

Wconn(Si) −→W(S)
)
.

Proof. Let S be a finite set and W be in W(S), a wall over S. The partition K(W ) in Y(S)
gives the result.

Remark 1.22. The terminology of bricks and walls is a way of presenting a subclass of directed
(from the top to the bottom) graphs without cycles in which each vertex has the same number of
inputs and outputs with some labels. For example, consider the same wall as in Example 1.15.
It corresponds to the graph given on the right

ab c d e

W1 W2

W3

W4W5
←→

W1

W2

W3

W4

W5 d

c

c

e a

b c d e a

b c d e a

.

All this paper could have been written in terms of labelled graphs. However, this is the original
combinatorial approach that has allowed the author to find the way to the proof of the Koszulness
of the properad of double Poisson algebras (see [11, Theorem 5.11]), especially the results of [11,
Section 4].

2. Products on S-modules

In the rest of this paper, we consider a category C which
• has an initial object denoted by 0 ;
• is additive and has all coproducts ⊕ ;
• is monoidal, with product and unit denoted by ⊗ and k respectively, and symmetric for

the structural morphism τ ;
• and such that the monoidal structure is distributive relative to the coproduct, i.e. for X,Y

and Z three objects in C, we have

(X ⊕ Y )⊗ Z = (X ⊗ Z)⊕ (Y ⊗ Z)
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Example 2.1. The category of Z-graded chain complexes over the field k, denoted by Chk, with
the classical monoidal product ⊗k satisfies these axioms.

2.1 Some functorial constructions We give some categorical and functorial constructions.

Definition 2.2 (Category of elements). Let B be a category and F : B→ Sets be a functor. We
define the category of elements of F denoted by BF as follows:

• the objects of BF are the pairs (b, x) with b, an object of B and x in F (b) ;
• a morphism φ in HomBF ((b1, x1), (b2, x2)) is a morphism φ : b1 → b2 such that F (φ)(x1) =
x2.

Remark 2.3. We have the canonical projection functor π : BF → B defined by π(b, x) = b,
which induces by precomposition the functor

π∗ : Func(B,C) Func(BF ,C)

which has a left adjoint denoted by π∗

π∗ : Func(BF ,C) Func(B,C) : π∗⊥ .

This left adjoint is given as the left Kan extension operation along F : this extension exists
because the category C has all colimits. Consider a functor F : B → Sets and V : BF → C, the
functor π∗V is given by

π∗V : B −→ C

S 7−→
⊕

x∈F (S)

V (S, x) .

Now, we consider a functor F : B→ Sets such that:
• F is multigraded, i.e. there exists N in N such that

F =
∐

n̄∈(N∗)N

Fn̄ ,

where ⨿ is the coproduct in the category Sets;
• there exists M in N∗ and a map γ : (N∗)N → (N∗)M such that, for all multi-indices n̄ in
(N∗)N , there exists a functor

Un̄ : BFn̄ −→ B×γ(n̄) .

Example 2.4. The functors X or, Yor andWor defined in Section 1 are such functors, from Bijop

to Sets. For example, the functor Yor =
∐
n∈N∗ Yor

n is defined, for S in Bijop and n in N∗, by

Yor
n (S) = {(I1, . . . , In) | I1 ⨿ . . .⨿ In = S}

and
Un : (Bijop)Yn −→ (Bijop)×n(

S, (I1, . . . , In)
)
7−→ (I1, . . . , In)

Notation 2.5. For such a multigraded functor F : B → C, a multi-index n = (n1, . . . , nN ) in
(N∗)N and a functor V : B→ C: we can construct the functor

V Fn̄ : B −→ C

S 7−→
⊕
x∈Fn̄

V ×γ(n̄) ◦ Un̄(S, x)

In the next sections, we will define several functors following these constructions, the most
important one being the free protoperad functor (see Appendix A.2).
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2.2 S-modules Recall that the category Bij is a groupoid which gives us the equivalence of
categories Bij ∼= Bijop by passage to the inverse. One of the key points of the constructions of
this section is that (Bij,⨿) is a symmetric monoidal category. We denote by S its skeleton i.e.
the category where objects are natural numbers, i.e. ObS = N and where morphisms are given
by HomS(n, n) = Sn for n ̸= 0 and Hom(0, 0) = {id}, and which is equivalent to Bij.

Definition 2.6 (S-module, S-bimodule). A (right) S-module is an object of Func(Bijop,C), the
category of contravariant functors from Bij to C, denoted by S-modC. A S-bimodule is an object
of the category Func(Bij× Bijop,C) which is denoted by S-bimodC.

Example 2.7. The functor

k[Aut(−)] : Bijop −→ C

S 7−→
⊕

Aut(S)

k

is a S-module. When |S| = n we also denote k[Aut(S)] by k[Sn].

Remark 2.8. As S is the skeletal category of Bij, we can view an S-module M as a collection(
M(n)

)
n∈N∗ of objects of C indexed by natural numbers, where the group Sn acts (on the left)

on M(n), for n ̸= 0. Similarly, an S-bimodule P is a collection
(
P (m,n)

)
m,n∈N of objects of C

indexed by pairs of integers where P (m,n) has an action of Sm on the left and an action of Sn

on the right, or equivalently, has an action of the group Sm ×Sop
n on the left.

Definition 2.9 (Reduced S-(bi)module). A S-module (resp. S-bimodule) P which satisfies
P (∅) = 0 (resp. P (∅, S) = 0 and P (S,∅) = 0 for all finite set S) is called reduced. We
respectively note by S-modredC and S-bimodredC , the full subcategories of S-modC and S-bimodC
of reduced S-modules and S-bimodules.

Remark 2.10. We have the equivalence of categories S-modC ∼= Sop-modC, induced by taking
the inverse of elements in symmetric groups. We use this equivalence without mention.

2.3 Composition and concatenation products on S-modC In this subsection, we re-
call the classical constructions of composition and concatenation product of S-modules. The
composition product (or vertical product) is the bifunctor

−□− : S-modredC ×S-modredC −→ S-modredC

defined, for P and Q two reduced S-modules and S a non-empty finite set, by(
P □Q

)
(S) := P (S)⊗Q(S).

This bi-additive bifunctor gives the category S-modredC a symmetric monoidal structure, with the
identity I□, defined, for all non-empty sets S, by I□(S) := k. In the literature of algebraic operads
(cf. [12, Sect. 5.1.12]), the composition product of S-modules is also called the Hadamard
product. The concatenation product is the bifunctor

−⊗conc − : S-modredC ×S-modredC −→ S-modredC

defined, for all finite set S and all reduced S-modules P and Q, by:(
P ⊗conc Q

)
(S) :=

⊕
{S′,S′′}∈Yor

2 (S)

P (S′)⊗Q(S′′).

This product has no identity.
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Remark 2.11. This product is called the concatenation product because it corresponds to a
concatenation of operations. It is a particular case of Day’s convolution product. For P and Q

two reduced S-modules, we have

P ⊗conc Q(−) :=
∫ (S′,S′′)∈Ob (Bijop)×2

k
[
HomBij(S

′ ⨿ S′′,−)
]
⊗ P (S′)⊗Q(S′′).

Proposition 2.12. The concatenation product is symmetric, i.e. for all reduced S-modules P
and Q, we have the following isomorphism of S-modules

P ⊗conc Q ∼= Q⊗conc P.

Proof. If (S′, S′′) is an element of Yor
2 (S), then (S′′, S′) too.

Recall that the bifunctor −⊗conc − is linear in each of its inputs. We have the functor:

T⊗(−) : S-modredC −→ As(S-modredC ,⊗conc)

defined, for all finite sets S and all reduced S-modules P , by(
T⊗P

)
(S) :=

⊕
r∈N∗

(
Tr⊗P

)
(S) with

(
Tr⊗P

)
(S) :=

⊕
I∈Yor

r (S)

P (I1)⊗ . . .⊗ P (Ir).

As ⊗conc is symmetric, we have also the commutative free monoid functor

S(−) : S-modredC −→ Com(S-modredC ,⊗conc).

defined, for all reduced S-modules P , by:

S(P ) :=
⊕
b∈N∗

Sb(P ) with Sb(P ) :=
(
Tb⊗(P )

)
Sb

where the action of Sb is given by the symmetry τ of the product ⊗conc.

Notation 2.13. Let S be a finite set and P be a reduced S-module, as in [12, Sect. 5.1.14], we
use the following notation⊕

I∈Yr(S)

⊗
α∈A

P (Iα) :=
( ⊕
I∈Yor

r (S)

P (I1)⊗ . . .⊗ P (Ir)
)
Sr
.

Let S be a finite set and P and Q be two reduced S-modules. Since(
SrP

)
(S) :=

((
TrP

)
(S)
)
Sr

∼=
( ⊕
I∈Yor

r (S)

P (I1)⊗ . . .⊗ P (Ir)
)
Sr

then, we have (
SP
)
(S) ∼=

⊕
{Iα}α∈A∈Y(S)

⊗
α∈A

P (Iα).

We also have the following isomorphism:(
SP □ SQ

)
(S) ∼=

⊕
({Iα}α∈A,{Jβ}β∈B)∈X (S)

⊗
α∈A

P (Iα)⊗
⊗
β∈B

Q(Jβ).

Remark 2.14. As the bifunctor − ⊗conc − is biadditive, the functor S has the exponential
property:

S(P ⊕Q) ∼= S(P )⊕ S(Q)⊕ S(P )⊗conc S(Q).



274 Leray, Higher Structures 6(1):256–310, 2022.

2.4 Connected composition product of S-modules In this section, we define the new
monoidal structure on the category of reduced S-modules, which is called the connected com-
position product. This monoidal structure is the analogous in the category of S-modules of the
product ⊠c defined by Vallette in [18, 19].

Definition 2.15 (Connected composition product of S-modules). The connected composition
product of reduced S-modules is the bifunctor

−⊠− : S-modredC ×S-modredC −→ S-modredC

defined, for all reduced S-modules P and Q and for all non-empty finite set S, by:

P ⊠Q(S) :=
⊕

(I,J)∈X conn(S)

⊗
α

P (Iα)⊗
⊗
β

Q(Jβ).

Denote by I⊠, the S-module defined by

I⊠(S) :=

{
k if |S| = 1

0 otherwise
,

which is the unit of the product ⊠.

Remark 2.16. The previous construction is functorial relative to S: as in Section 2.1, we
construct the functor

S 7−→
⊕

(I,J)∈X or,conn
A,B (S)

P×A×Q×B ◦UA,B(S, (I, J)) =
⊕

(I,J)∈X or,conn
A,B (S)

⊗
1⩽a⩽A

P (Ia)⊗
⊗

1⩽b⩽B

Q(Jb) ,

where the functor UA,B is defined by

UA,B : (Bijop)X or,conn
A,B

−→ (Bijop)×A × (Bijop)×B

(S, (I, J)) 7−→ (I1, . . . , IA, J1, . . . , JB)
.

The functor P ⊠ Q is given by taking the invariant under the action of SA ×SB and the sum
over (A,B) in N∗ × N∗.

Lemma 2.17. The product ⊠ is associative and, for all reduced S-modules A and B, the endo-
functor

ΦA,B : S-modredC −→ S-modredC

X 7−→ A⊠X ⊠B

is split analytic (in the sense of [20]).

Proof. The associativity of the product ⊠ follow from the associativity of KS : for P ,Q and R

three reduced S-modules, and S a non-empty set, we have the following isomorphism:(
(P ⊠Q)⊠R

)
(S) ∼=

⊕
(I,J)∈X conn(S)

⊕
(K,L)∈Y(S)×Y(S)

KS(K,L)=I

⊗
γ,α

P (Kα
γ )⊗

⊗
δ,α

Q(Lαδ )⊗
⊗
β

R(Jβ)

∼=
⊕

(K,L,J)∈Y(S)×3

KS(KS(K,L),J)=(S)

⊗
γ

P (Kγ)⊗
⊗
δ

Q(Lδ)⊗
⊗
β

R(Jβ)

∼=
(1.17)

⊕
(K,L,J)∈Y(S)×3

KS(K,KS(L,J))=(S)

⊗
γ

P (Kγ)⊗
⊗
δ

Q(Lδ)⊗
⊗
β

R(Jβ)

∼=
⊕

(K,I)∈X conn(S)

⊗
α

P (Kγ)⊗
⊗
α

(
Q⊠R

)
(Iα)
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so we have the associativity of the product ⊠(
(P ⊠Q)⊠R

)
(S) ∼=

(
P ⊠ (Q⊠R)

)
(S) .

Also, for all reduced S-modules A and B, the endofunctor ΦA,B is well defined by

ΦA,B(X) ∼=
⊕

(K,L,J)∈Y(S)×3

KS(KS(K,L),J)=(S)

⊗
γ

A(Kγ)⊗
⊗
δ

X(Lδ)⊗
⊗
β

B(Jβ)

∼=
⊕
n∈N

⊕
L∈Yn(S)

⊕
(K,J)∈Y(S)×2

KS(KS(K,L),J)=(S)

⊗
γ

A(Kγ)⊗
⊗
δ

X(Lδ)⊗
⊗
β

B(Jβ) =:
⊕
n∈N

(ΦA,B)n(X).

where (ΦA,B)n is an homogeneous polynomial functor of degree n; so, for all reduced S-modules
A and B, the functor ΦA,B is a split analytic functor (in the sense of [20, Sect. 4]).

Proposition 2.18. The category
(
S-modredC ,⊠, I⊠, τ

)
is an abelian symmetric monoidal category

that preserves reflexive coequalizers and sequential colimits.

Proof. Let P and Q be two reduced S-modules, we have, for all non-empty finite sets S, the
isomorphism of S|S|-modules

P ⊠Q(S) ∼=
⊕

(I,J)∈X conn(S)

⊗
β

Q(Jβ)⊗
⊗
α

P (Iα)

by symmetry of ⊗ of the category C; since (I, J) is in X (S) if, and only if, (J, I) is in X (S), we
have the isomorphism

P ⊠Q(S) ∼=
⊕

(J,I)∈X conn(S)

⊗
β

Q(Jβ)⊗
⊗
α

P (Iα) ∼= Q⊠ P (S).

We denote this isomorphism τP,Q(S) : P ⊠Q(S) −→ Q⊠ P (S), which gives us the symmetry of
the product. The rest of the proof is similar to [20, Prop 13].

We have the following compatibility between these products:

Proposition 2.19. Let P and Q be two reduced S-modules. We have the following natural
isomorphism of S-modules:

S(P ⊠Q) ∼= SP □ SQ.

Proof. Let S be a finite set, we have

S
(
P ⊠Q

)
(S) =

2.15

⊕
Λ∈Y(S)

⊗
γ

⊕
(Iγ ,Jγ)∈X conn(Λγ)

⊗
α

P (Iγα)⊗
⊗
β

Q(Jγβ )

∼=
⊕

Λ∈Y(S)

⊕
(Ĩ,J̃)∈K−1

S (Λ)

(⊗
a

P (Ĩa)⊗
⊗
b

Q(J̃b)

)

∼=
⊕

(Ĩ,J̃)∈X(S)

(⊗
α

P (Ĩα)⊗
⊗
β

Q(J̃β)

)
=
(
SP □ SQ

)
(S)

which conclude the proof.
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3. Connected product on S-bimodules

Just as in the S-modules, we give a description of the three monoidal structures on the category
of (reduced) S-bimodules which are the equivalent of the three previous ones defined in S-modredC .
We start with a section on the functors that encode the combinatorics of our monoidal products.
We express the combinatorics of the different monoidal structures on the S-bimodC category,
using the same formalism as in the previous section.

3.1 Combinatorics of the connected composition of S-bimodules

Definition 3.1 (Functors Yor and Y). Let S and E be two finite sets. We define
1. the bifunctor Yor(−,−) : Bij×Bijop → Sets given on objects by Yor(S,E) = ⨿r∈N∗Yor

r (S,E),
with Yor

r (S,E) := Yor
r (S)× Yor

r (E) ∼={
(I,K) =

(
(Ij ,Kj)

)
j∈[[1,r]]

∣∣∣∣∣ ⨿rj=1Ij = S; ⨿rj=1Kj = E;

∀j ∈ [[1, r]], Ij ̸= ∅,Kj ̸= ∅

}
,

where the elements of Yor
r (S,E) are ordered sets of pairs of sets.

2. the bifunctor Y(−,−) : Bij × Bijop → Sets given by Y(S,E) = ⨿r∈N∗Yr(S,E) with
Yr(S,E) = {I,K} := {(Iα,Kα)}α∈A

∣∣∣∣∣∣∣
A ∈ ObBij, |A| = r

⨿α∈AIα = S, ⨿α∈AKα = E

∀α ∈ A, Iα ̸= ∅, Kα ̸= ∅

 ,

where the elements of Yr(S,E) are non ordered sets of pairs of sets.

Note that Yr(S,E) ̸∼= Y(S) × Y(E). As in the case of Yor(−), we have a free action of Sr

on Yor
r (S,E) given, for all (I,K) in Yord

r (S,E) and all permutation σ in Sr, by

σ · (I,K) =
(
(Iσ−1(j),Kσ−1(j))

)
j∈[[1,r]]

which induces the surjection Yor
r (S,E) ↠ Yr(S,E). As in the case of S-modules, we define a

new bifunctor, denoted by Xconn which encodes connectedness. For r and s in N∗ and for S and
E two finite sets, the bifunctor Xn,connr,s (S,E) is equal to{ (

{I,K ′}, {K ′′, J}
)

∈ Yr(S, [[1, n]])× Ys([[1, n]], E)

∣∣∣∣∣ (K ′,K ′′) ∈ X conn([[1, n]])

}/
Sn

,

where, for all n in N∗, by the functoriality of X conn, the quotient by Sn which identifies(
{I,K ′} · σ, {K ′′, J}

)
∼
(
{I,K ′}, σ−1 · {K ′′, J}

)
is well defined. We also have the functors

Xn,conn(S,E) :=
∐

r,s∈N∗

Xn,connr,s (S,E) and Xconn(S,E) :=
∐
n∈N∗

Xn,conn(S,E).

3.2 Monoidal products of the category S-bimodC
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3.2.1 Composition product of S-bimodules □

Definition 3.2 (Composition product of S-bimodules). The composition product of S-bimodules
is the bifunctor of

−□− : S-bimodredC ×S-bimodredC −→ S-bimodredC

defined, for all reduced S-bimodules P and Q, and for all finite sets S and E, by(
P □Q

)
(S,E) :=

⊕
n∈N∗

( ⊕
({I,K′},{K′′,J})∈Xn1,1(S,E)

P (I,K ′)⊗Q(K ′′, J)
)/

Sn

∼=
⊕
n∈N∗

P (S, [[1, n]]) ⊗
Sn
Q([[1, n]], E) ;

where the action of Sn is induced by the action on [[1, n]].

Remark 3.3. The composition product □ is defined by a coend. In fact, the tensorial product
of the category C gives us the external product

Func(Bij× Bijop,C)×2 −→ Func(Bij× Bijop × Bij× Bijop,C)

(P,Q) 7−→
{
(S1, E1, S2, E2) 7→ P (S1, E1)⊗Q(S2, E2)}

,

and, by taking the coend of the functors P (S1,−)⊗Q(−, E2) : Bij
op × Bij → Bij for S1 and E2

two finite sets, we have

−□− : Func(Bij× Bijop,C)×2 −→ Func(Bij× Bijop,C)

(P,Q) 7−→
∫ S∈Bij

P (−, S)⊗Q(S,−)
.

As the category S is a skeleton of the category Bij, we finally have

−□− : Func(Bij× Bijop,C)×2 −→ Func(Bij× Bijop,C)

(P,Q) 7−→
⊕

n∈N
P (−, [[1, n]]) ⊗

Sn
Q([[1, n]],−) .

Remark 3.4. Let P and Q be two reduced S-modules. For all m and n in N∗, we have the
following isomorphism of Sm ×Sop

n -bimodules:

P □Q(m,n) ∼=
⊕
N∈N∗

P (m,N) ⊗
k[SN ]

Q(N,n).

Proposition 3.5. The category
(
S-bimodC,□, I□

)
with I□(S,E) = k[Aut(S)] for S ∼= E and 0

otherwise, is a monoidal category.

Proof. Let P , Q and R be three reduced S-bimodules and S and E be two non-empty finite
sets. By definition of I□, it is clear that P □ I□(S,E) ∼= P (S,E). By Remark 3.3, we also have
the isomorphisms:

(
P □Q

)
□R(S,E) ∼=

∫ (U,V )∈Bij×2

P (S, V )⊗Q(V,U)⊗R(U,E) ∼= P □
(
Q□R

)
(S,E)
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3.2.2 The concatenation product ⊗conc As in the case of S-modules, we define the concatena-
tion product of two reduced S-bimodules.

Definition 3.6 (Concatenation product of S-bimodules). The concatenation product is the
bifunctor

−⊗conc − : S-bimodredC ×S-bimodredC −→ S-bimodredC ,

defined, for P and Q two reduced S-bimodules and for all finite sets S and E, by(
P ⊗conc Q

)
(S,E) :=

⊕
(I,K)∈Yord

2 (S,E)

P (I1,K1)⊗Q(I2,K2).

Remark 3.7. This product is a particular case of a Day convolution product: let P and Q be
two reduced S-bimodules, the bifunctor P ⊗conc Q(−1,−2) is given by∫ (I1,I2,J1,J2)

k
[
HomBijop×Bij

(
(I1 ⨿ I2, J1 ⨿ J2), (−1,−2)

)]
⊗ P (I1, J1)⊗Q(I2, J2).

The two product □ and ⊗conc satisfy the interchanging law.

Proposition 3.8 (Interchanging law). Let A,B,C,D,E and F be reduced S-bimodules. We
have the natural injection of S-bimodules

ΦA,B,C,D : (A□B)⊗conc (C □D) ↪→ (A⊗conc C)□ (B ⊗conc D),

which is associative, i.e. we have

ΦA⊗C,B⊗D,E,F ((ΦA,B,C,D)⊗ (E□F )) = ΦA,B,C⊗E,D⊗F ((A□B)⊗ ΦC,D,E,F ) .

Proof. Let A,B,C and D be reduced S-bimodules. We have

(A□B)⊗conc(C □D)(−,−)

=

∫ (I1,I2,J1,J2)∈Bij×4

k[Hom((I1⨿I2,J1⨿J2),(−,−))]⊗
∫ S∈Bij

A(I1,S)⊗B(S,J1)⊗
∫ T∈Bij

C(I2,T )⊗D(T,J2)

∼=
Fubini

∫ (I1,I2,J1,J2,S,T )∈Bij×6

k[Hom((I1⨿I2,J1⨿J2),(−,−))]⊗A(I1,S)⊗C(I2,T )⊗B(S,J1)⊗D(T,J2).

The natural injections

k
[
Hom

(
(I1⨿I2,J1⨿J2),(−,−)

)]
↪→

∐
S

k
[
Hom

(
(I1⨿I2,J1⨿J2),(−,S)

)]
⊗k
[
Hom

(
(I1⨿I2,J1⨿J2),(S,−)

)]
↪→

∐
S

U→S
S→V

k
[
Hom

(
(I1⨿I2,U),(−,S)

)]
⊗k
[
Hom

(
(V,J1⨿J2),(S,−)

)]

and

A(I1,S)⊗C(I2,T )⊗B(S,J1)⊗D(T,J2) ↪→
∐

J1,J2,K1,K2

A(I1,J1)⊗C(I2,J2)⊗B(K1,L1)⊗D(K2,L2)
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give us the natural injection

(A□B)⊗conc (C □D)(−,−)

↪→
∫ (S,I1,I2,J1,J2,K1,K2,L1,L2) k

[
Hom

(
(I1⨿I2,J1⨿J2),(−,S)

)]
⊗k
[
Hom

(
(K1⨿K2,L1⨿L2),(S,−)

)]
⊗A(I1,J1)⊗C(I2,J2)⊗B(K1,L1)⊗D(K2,L2)

∼=
Fubini

∫ S ∫ Ii,Ji
k
[
Hom

(
(I1⨿I2,J1⨿J2),(−,S)

)]
⊗A(I1,J1)⊗C(I2,J2)

⊗
∫ Ki,Li

k
[
Hom

(
(K1⨿K2,L1⨿L2),(S,−)

)]
⊗B(K1,L1)⊗D(K2,L2)

=

∫ S (
A⊗conc C

)
(−, S)⊗

(
B ⊗conc D

)
(S,−) .

The injective natural transformation between bifunctors:

ΦA,B,C,D : (A□B)⊗conc (C □D) ↪→ (A⊗conc C)□ (B ⊗conc D) ,

is associative, because the following diagram is commutative:(
(A□B)⊗conc (C □D)

)
⊗conc (E □ F )

ΦA,B,C,D⊗1
��

∼= //

⟲

(A□B)⊗conc
(
(C □D)⊗conc (E □ F )

)
1⊗ΦC,D,E,F
��(

(A⊗conc C)□ (B ⊗conc D)
)
⊗conc (E □ F )

ΦA⊗C,B⊗D,E,F

**

(A□B)⊗conc
(
(C)⊗conc E)□ (D ⊗conc F )

)
ΦA,B,C⊗E,D⊗F

tt
(A⊗conc C ⊗conc E)□ (B ⊗conc D ⊗conc F )

Corollary 3.9. The categories of monoids
(
As(S-bimodC,⊗conc),□, I□

)
and commutative monoids(

Com(S-bimodC,⊗conc),□, I□
)

are monoidal. In other words, if (P, cP ) and (Q, cQ) are two
monoids in the symmetric monoidal category (without unit)

(
S-bimodC,⊗conc

)
, then

1. (P □Q, cP □Q) is a monoid in
(
S-bimodC,⊗conc

)
;

2. if P and Q are commutative monoids, then P □Q is too.

Proof. 1. The injection Φ of the Proposition 3.8 gives us the product cP □Q :

(P □Q)⊗conc (P □Q)

cP □Q ..

Φ // (P ⊗conc P )□ (Q⊗conc Q)

cP□cQ
��

P □Q

and the associativity of the product □ gives us the associativity of the product cP □Q.
2. The commutativity of cP□Q follows from the commutativity of cP and cQ.

Definition 3.10 (Free monoids). Let P be a reduced S-bimodule and S and E be two finite
sets.

1. The free associative monoid without unit on P is defined by

TrP (S,E) :=
⊕

(I,K)∈Yord
r (S,E)

P (I1,K1)⊗ . . .⊗ P (Ir,Kr).
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2. The free commutative monoid without unit on P is defined by the quotient of the free
associative monoid by the action of the symmetric groups; namely

SrP (S,E) :=
(
TrP (S,E)

)
Sr

∼=
⊕

{I,K}∈Yr(S,E)

⊗
α

P (Iα,Kα).

3.3 Connected composition product of S-bimodules We define the connected compo-
sition product of S-bimodules. The product was defined the first time by Vallette in his PhD
thesis [18], for studying the homotopic comportment of algebraic structures with several inputs
and outputs. Our definition is not the original one, but we show (cf. Proposition 3.16) that they
are equivalent.

Definition 3.11 (Product of connected composition ⊠bi). The product of connected composition
of reduced S-bimodules is the bifunctor

−⊠bi − : S-bimodredC ×S-bimodredC −→ S-bimodredC

defined, for all reduced S-bimodules P and Q and all pairs (S,E) of finite sets, by
(
P ⊠bi

Q
)
(S,E) := ⊕

n∈N∗

( ⊕
({I,K′},{K′′,J})∈Xn,conn(S,E)

⊗
α

P (Iα,K
′
α)⊗

⊗
β

Q(K ′′
β , Jβ)

)/
Sn

,

where the quotient by Sn identifies, for all σ in Sn, the terms⊗
α

P (Iα,K
′
α)⊗

⊗
β

Q(K ′′
β , Jβ) ∼

(⊗
α

P (Iα,K
′
α)
)
· σ−1 ⊗ σ ·

(⊗
β

Q(K ′′
β , Jβ)

)
.

Remark 3.12. This construction is functorial, because P ⊠bi Q is a sub-bifunctor of SP □ SQ
(see Proposition 3.18).

Notation 3.13. We denote by
/
S
, the quotient by symmetric groups for(

P ⊠bi Q
)
(S,E) :=

( ⊕
({I,K′},{K′′,J})
∈Xconn(S,E)

⊗
α

P (Iα,K
′
α)⊗

⊗
β

Q(K ′′
β , Jβ)

)/
S

The following proposition says that our definition of the connected composition product of
S-bimodules is equivalent to that of Vallette in [18, 19]. First, recall the notion of connected
permutation.

Definition 3.14 (Connected permutation – [19, Sect 1.3]). Let a, b and N be three integers
with a and b in N∗, let ᾱ = (α1, . . . , αa) in (N∗)a be an a-tuple and β̄ = (β1, . . . , βb) in (N∗)b be
a b-tuple such that |ᾱ| = N = |β̄|. A (ᾱ, β̄)-connected permutation σ of SN is a permutation of
SN such that the graph of a geometric representation of σ is connected if one gathers the inputs
labelled by α1 + . . .+αi+1, . . . , α1 + . . .+αi+αi+1 for 0 ⩽ i ⩽ a− 1, and the outputs labelled
by β1 + . . . + βi + 1, . . . , β1 + . . . + βi + βi+1 for 0 ⩽ i ⩽ b − 1. The set of (ᾱ, β̄)-connected
permutations is denoted by Sβ̄,ᾱc .

Lemma 3.15. Let r, s and N be in N∗, and let k̄ be an r-tuple in (N∗)r and j̄ be a s-tuple in
(N∗)s such that

∑r
α=1 kα = N =

∑s
β=1 jβ. The map

φ :
{
(K,J) ∈ X conn,ord

r,s (N)
∣∣∣(|K1|,...,|Kr|)=k̄,
(|J1|,...,|Js|)=j̄

}
−→ Sk̄,j̄c

(K,J) 7−→ σ−1
K σJ

is surjective.
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Proof. By the definition of the connectedness of a pair (K,J) in X conn,ord
r,s (N), if we consider

the graph of a geometric representation of the permutation σ−1
K σJ , where we gather the inputs

and the outputs as in the definition of connected permutation, then there exists a path between
every input labelled by i and every output labelled by j. Then, we have σ−1

K σJ in Sk̄,j̄c . Now, let
σ be a permutation in Sk̄,j̄c . We consider

[[1, N ]]j̄ :=
{
[[1, j1]], [[j1 + 1, j1 + j2]], . . . , [[j1 + . . .+ js−1 + 1, j1 + . . .+ js]]

}
,

and we denote by ([[1, N ]] · σ)k̄, the following set{
{σ−1(1), σ−1(2), . . . σ−1(k1)},. . ., {σ−1(k1 + . . .+ kr−1 + 1),. . ., σ−1(k1 + . . .+ kr)}

}
;

the pair ([[1, N ]] · σ)k̄, [[1, N ]]j̄) is an element of X conn,ord
r,s (N) by the connectedness of the permu-

tation σ. So the application

ψ : Sk̄,j̄c −→
{
(K,J) ∈ X conn,ord

r,s (N)
∣∣∣(|K1|,...,|Kr|)=k̄,
(|J1|,...,|Js|)=j̄

}
σ 7−→

(
([[1, N ]] · σ)k̄, [[1, N ]]j̄

)
is well-defined and gives us a section of φ, so that φ is surjective.

Proposition 3.16. For all integers m and n in N∗, we have the isomorphism of Sm × Sop
n -

modules: (
P ⊠bi Q

)
([[1,m]], [[1, n]]) ∼=

(
P ⊠Val Q

)
(m,n).

Proof. Let m and n be two integers in N∗. We have(
P ⊠bi Q

)
([[1,m]], [[1, n]])

∼=
(⊕
N∈N

( ⊕
l̄∈(N∗)r,|l̄|=m
ī∈(N∗)s,|̄i|=n
(K′,K′′)∈

Xconn,ord
r,s ([[1,N ]])

k[Sm] ⊗∏
Slα

r⊗
α=1

P (lα,K
′
α)⊗

s⊗
β=1

Q(K ′′
β , iβ) ⊗∏

Siβ

k[Sn]

)
Sr×Ss

)/
S

φ−→
⊕
N∈N

( ⊕
l̄,k̄∈(N∗)r,|l̄|=m
ī,j̄∈(N∗)s,|̄i|=n

|k̄|=N=|j̄|

k[Sm] ⊗∏
Slα

( r⊗
α=1

P (lα, kα)
)
⊗
Sk̄

k[Sk̄,j̄c ] ⊗
Sj̄

( s⊗
β=1

Q(jβ, iβ)
)
⊗∏
Siβ

k[Sn]

)
Sr×Ss

where φ sends, for (K ′,K ′′) ∈ X conn
r,s ([[1, N ]]), the component(

k[Sm] ⊗∏
Slα

r⊗
α=1

P (lα,K
′
α)⊗

s⊗
β=1

Q(K ′′
β , iβ)

)
⊗∏
Siβ

k[Sn]

/
SN

to the following Sm ×Sop
n -module

k[Sm] ⊗∏
Slα

r⊗
α=1

P
(
lα,
[[ α−1∑
j=1

|K ′
j |+ 1,

α∑
j=1

|K ′
j |
]])
⊗
Sk̄

σ−1
K′ ⊗

SN
σK′′

⊗
Sj̄

s⊗
β=1

Q
([[ β−1∑

j=1

|K ′′
j |+ 1,

β∑
j=1

|K ′′
j |
]]
, iβ
)
⊗∏
Siβ

k[Sn] ,
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which is isomorphic to

k[Sm] ⊗∏
Slα

r⊗
α=1

P
(
lα,
[[ α−1∑
j=1

|K ′
j |+ 1,

α∑
j=1

|K ′
j |
]])
⊗
Sk̄

σ−1
K′σK′′⊗

Sj̄

s⊗
β=1

Q
([[ β−1∑

j=1

|K ′′
j |+ 1,

β∑
j=1

|K ′′
j |
]]
, iβ
)
⊗∏
Siβ

k[Sn] .

However, by Lemma 3.15, the morphism φ is surjective, and the quotient by the group Sk̄ ×Sj̄

gives us the injectivity.

Proposition 3.17 ([18, Lem. 49]). The category
(
S-bimodC,⊠Val, I⊠

)
where the unit I⊠ is

defined, for all pairs (S,E) of finite sets, by:

I⊠(S,E) :=

{
k if |S| = 1 = |E|
0 otherwise

,

is abelian monoidal and preserves coequalizers and sequential colimits.

The S-bimodule P ⊠ValQ appears as the indecomposables for the product ⊗conc of SP □SQ.

Proposition 3.18. Let P and Q be two reduced S-bimodules. We have the natural isomorphism

S
(
P ⊠Val Q

) ∼= SP □ SQ.

Proof. Let S and E be two finite sets, then

(
SP □ SQ

)
(S,E) ∼=

⊕
n∈N∗

( ⊕
({A,B},{C,D})∈Xn1,1(m,n)

SP (A,B)⊗ SQ(C,D)
)/

Sn

∼=
⊕
n∈N∗

( ⊕
({A,B},{C,D})
∈Xn1,1(S,E)

⊕
{I,K′}∈Y(A,B)
{K′′,J}∈Y(C,D)

⊗
α

P (Iα,K
′
α)⊗

⊗
β

Q(K ′′
β , Jβ)

)/
Sn

∼=
⊕
n∈N∗

( ⊕
({I,K′},{K′′,J})∈Xn(S,E)

⊗
α

P (Iα,K
′
α)⊗

⊗
β

Q(K ′′
β , Jβ)

)/
Sn

.

Remark 3.19. The previous proposition is central for the definition of the notion of∞-morphism
between P-gebras up to homotopy (see [8, Section 3]).

4. Induction functor

We describe the functor Ind, and its right adjoint, the restriction functor Res, which establishes
the link between the two previous sections, since Ind : S-modC → S-bimodC is strong monoidal
for the different products introduced in the sections 2 and 3.
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4.1 Adjunction Ind-Res For C a groupoid, we note ∆C the functor

∆C := (invC , idC) : C −→ Cop × C

where invC : C → Cop is the equivalence of categories given by the passage to the inverse. The
restriction functor, denoted by Res, is given by the following composition:

Res : S-bimodC −→ S-modC
P 7−→ P ◦∆Bijop

.

This functor is exact and has a left adjoint functor called the induction functor.

Definition 4.1 (Functor Ind). The induction functor is given by:

Ind : S-modC −→ S-bimodC
V 7−→

(
IndV

)
(S,E) :=

⊕
HomBij(E,S)

V (E)

where an element f in Aut(S) acts on the left by

f ·
( ⊕
φ∈HomBij(E,S)

V (E)
)
=

⊕
fφ∈HomBij(E,S)

V (E)

and an element g in Aut(E) acts on the right by( ⊕
φ∈HomBij(E,S)

V (E)
)
· g =

⊕
φg∈HomBij(E,S)

V
(
f−1(E)

)
.

Remark 4.2. Let V be a reduced S-module and S and E be two finite sets. If S and E are
not isomorphic (i.e. |S| ≠ |E|) then

(
IndV

)
(S,E) = 0. Finally, we have:

(
Ind V

)
(S,E) ∼=

{
0 if S ̸∼= E

k[Aut(S)]⊗ V (S) otherwise.

Proposition 4.3. We have the adjunction

Ind : S-modC S-bimodC : Res.⊥

Proof. By the classical result [17, Th.13].

One of the fundamental properties of Ind is the following.

Proposition 4.4. The functor Ind is exact, preserves quasi-isomorphisms and commutes with
colimits.

Proof. The result is induced by Remark 4.2; more generally, for G a finite group and H a
subgroup of G, k[G] is a free k[H]-module. As the functor Ind has a right adjoint, it commutes
with colimits.
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4.2 Compatibilities with products In this subsection, we show compatibilities of the func-
tor Ind with products defined in previous sections. First, we recall the following proposition,
about compatibility between monoidal structures and adjunction.

Proposition 4.5. Let (C,⊗, IC) and (D,⊙, ID) be two monoidal categories with the following
adjunction:

L : C D : R⊥

such that the left adjoint is a strong monoidal functor by the following natural equivalence µL :

L(−1) ⊙ L(−2)
∼=→ L(−1 ⊗ −2) and the natural isomorphism eL : ID

∼=→ L(IC). Then the right
adjoint is a Lax monoidal functor with the natural transformation µR and the morphism ϵR given
by

R(−1)⊗R(−2)

µR:=

��

η(R(−1)⊗R(−2) // RL
(
R(−1)⊗R(−2)

)
R
(
µ−1
L (R(−1),R(−2))

)
��

R(−1 ⊗−2) R
(
LR(−1)⊙ LR(−2)

)
R(ϵ(−1)⊙ϵ(−2))
oo

and eR : IC
η(IC) // RL(IC)

R(e−1
L )
// R(ID).

Now, we can study the case of the adjunction given by the functors Ind and Res.

Notation 4.6. We note S-bimodIndC , the essential image of the functor Ind.

Proposition 4.7. The category (S-bimodIndC , □ ) is symmetric monoidal and the induction
functor

Ind : (S-modC,□) −→ (S-bimodIndC ,□)

is symmetric monoidal.

Proof. Let P and Q be two S-modules and, S and E be two finite sets. Using Remark 4.2
and the definition of the product □, the S-bimodule

(
IndP □ IndQ

)
(S,E) is different of zero if

S ∼= E. So, fix n ∈ N and consider S ∼= E ∼= [[1, n]], we have:(
IndP □ IndQ

)
([[1, n]], [[1, n]]) ∼= k[Sn]⊗ P ([[1, n]])⊗Sn k[Sn]⊗Q([[1, n]])

∼= k[Sn]⊗ P ([[1, n]])⊗Q([[1, n]])

∼= Ind
(
P □Q

)
([[1, n]])

Corollary 4.8. The functor Res :
(
S-bimodredC ,□

)
→
(
S-modredC ,□

)
is Lax-monoidal.

Proof. By adjunction of functors Ind and Res, and Proposition 4.5.

Remark 4.9. The functor Res is not strongly monoidal with respect to □. For example, if we
consider P and Q, the S-bimodules defined by

P (S,E) :=

{
k if |S| = 1 and |E| = 1 or 2

0 otherwise

and

Q(S,E) :=

{
k if |E| = 1 and |S| = 1 or 2

0 otherwise

then Res(P □Q)({∗}, {∗}) = k2 and
(
ResP □ ResQ

)
({∗}, {∗}) = k.
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Remark 4.10. We have the monoidal adjunction

Ind :
(
S-modredC ,□

) (
S-bimodredC ,□

)
: Res.

The functor Ind is also compatible with the concatenation product.

Proposition 4.11. The functor of induction

Ind : (S-modredC ,⊗conc) −→ (S-bimodredC ,⊗conc)

is symmetric monoidal.

Proof. Let P and Q be two reduced S-modules and S and E be two finite sets. We have the
isomorphism:(

IndP ⊗conc IndQ
)
(S,E) ∼=

⊕
(I,J)∈Yor

2 (S,E)

⊕
HomBij(J1,I1)×HomBij(J2,I2)

P (J1)⊗Q(J2)

∼=
⊕

J∈Yor
2 (E)

⊕
HomBij(J1⨿J2,S)

P (J1)⊗Q(J2)

∼= Ind
(
P ⊗conc Q

)
(S,E).

Proposition 4.12. The functor Res :
(
S-bimodredC ,⊗conc

)
→
(
S-modredC ,⊗conc

)
is Lax-monoidal.

Proof. Let P and Q be two S-bimodules. We have the natural injections⊕
I∈Yor

2 (−)

HomBijop(I1 ⨿ I2,−)⊗ ResP (I1)⊗ ResQ(I2)

↪→
⊕

I∈Yor
2 (−)

k[HomBij×Bijop
(
(I1 ⨿ I2, I1 ⨿ I2),∆(−)

)
]⊗ P (I1, I1)⊗Q(I2, I2)

↪→
⊕

(I,J)∈Yor
2 (−)

k[HomBij×Bijop
(
(I1 ⨿ I2, J1 ⨿ J2),∆(−)

)
]⊗ P (I1, J1)⊗Q(I2, J2)

which imply the following natural injection⊕
I∈Yor

2 (−)

k[HomBijop(I1 ⨿ I2,−)]⊗ ResP (I1)⊗ ResQ(I2) ↪→ Res
(
P ⊗conc Q

)
.

Also, we have the following commutative diagram⊕
I1→J1,I2→J2

k[HomBijop(J1 ⨿ J2,−)]⊗ ResP (I1)⊗ ResQ(I2)

����⊕
I∈Yor

2 (−)

k[HomBijop(I1 ⨿ I2,−)]⊗ ResP (I1)⊗ ResQ(I2)

��

� � // Res(P ⊗conc Q)

(
ResP

)
⊗
(
ResQ

) ∃

66

so, by the universal property of the coend, we have the natural morphism

ResP ⊗conc ResQ −→ Res(P ⊗conc Q).
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Remark 4.13. The functor Res is not strongly monoidal with respect to ⊗conc. Indeed, if we
consider P and Q, the S-bimodules defined by

P (S,E) :=

{
k if |E| = 2 and |S| = 1;

0 otherwise

and

Q(S,E) :=

{
k if |S| = 2 and |E| = 1;

0 otherwise
,

then ResP ⊗conc ResQ = 0, while Res(P ⊗conc Q)(S) = k if the cardinal of S is 3.

We have the following compatibility between functors S(−) and Ind(−).

Proposition 4.14. Let P be a reduced S-module. Then, we have the natural isomorphism of
reduced S-bimodules:

Ind
(
S(P )

) ∼= S
(
Ind(P )

)
.

Proof. The functor Ind commutes with the concatenation product ⊗conc and is compatible with
the symmetry, by Proposition 4.11. We conclude by the exactness of the functor Ind.

One of the most important property of the functor Ind is that it is compatible with connected
composition products.

Theorem 4.15. The functor Ind :
(
S-modredC ,⊠

)
→
(
S-bimodredC ,⊠Val

)
is monoidal.

Proof. Let S and E be two finite sets, then (Ind I⊠)(S,E) = k if |S| = 1 = |E| and 0 otherwise.
Then, the functor Ind respect the unit. Let V and W be two reduced S-modules and S and E
be two finite sets.(
IndV ⊠Val IndW

)
(S,E) ∼=

⊕
n∈N∗

⊕
({I,K′},{K′′,J})
∈Xn,conn(S,E)

⊗
α

⊕
HomBij(K′

α,Iα)

V (K ′
α) ⊗

Sn

⊗
β

⊕
HomBij(Jβ ,K

′′
β )

W (Jβ).

Note that the right side is non zero if and only if Iα ∼= K ′
α for all α and K ′′

β
∼= Jβ for all β. This

implies that (IndV ⊠ IndW )(S,E) = 0 if |S| ≠ |E|.(
IndV ⊠Val IndW

)
(S,E) ∼=

⊕
n∈N∗

⊕
({I,K′},{K′′,J})
∈Xn,conn(S,E)

⊕
∏
α HomBij(K

′
α,Iα)

×
∏
β HomBij(Jβ ,K

′′
β )

⊗
α

V (K ′
α) ⊗

Sn

⊗
β

W (Jβ)

∼=
⊕

r,s,n∈N∗

⊕
I∈Yr(S),J∈Ys(E)

(K′,K′′)∈X conn
r,s ([[1,n]])

Iα∼=K′
α,K

′′
β
∼=Jβ

⊕
HomBij(E,S)

⊗
α

V (K ′
α) ⊗

Sn

⊗
β

W (Jβ)

∼=
⊕

HomBij(E,S)

⊕
r,s∈N∗

⊕
(I,J)∈X conn

r,s (E)

⊗
α

V (Iα) ⊗
Sn

⊗
β

W (Jβ)

∼= Ind
(
V ⊠W

)
(S,E).

Corollary 4.16. The functor Res :
(
S-bimodredC ,⊠Val

)
−→

(
S-modredC ,⊠

)
is Lax-monoidal.

Proof. By the Proposition 4.5.
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5. Protoperads

In this section, we study monoids in the monoidal category (S-modredC ,⊠, I⊠).

Definition 5.1 (Protoperad). A protoperad is an unital monoid (P, µ, η) in the monoidal cate-
gory (S-modredC ,⊠). We note protoperadsC, the category UAs(S-modredC ,⊠, I⊠) of protoperads.

Example 5.2. An associative algebra (A,µ) in the category of chain complex can be viewed as
a protoperad concentrated in arity 1.

Example 5.3 (Endomorphism protoperad). Let X be an object of the category C. The reduced
S-module EndX is defined, for each finite set S, by

EndX(S) := HomC(X
⊗|S|, X⊗|S|) ,

where the action of the group of automorphisms of S is diagonal. The structural map of this
protoperad is given by the composition of morphisms.

Proposition 5.4. The functor Ind induces the functor Ind: protoperadsC −→ properadsC.

Proof. By the Theorem 4.15.

Remark 5.5. There exists the notion of prop which is more general than the notion of properad:
a prop is an object of the category

propsC := UAs
(
Com(S-bimodC,⊗conc),□, I□

)
,

i.e. a S-bimodule with two products, a horizontal and a vertical ones, which satisfy the inter-
changing law (see [14]). A natural question is the following: what structure puts on a S-module
P such that Ind(P ) is a prop? As the functor Ind is monoidal for □ and ⊗conc, it induces the
functor

Ind : protopsC := UAs
(
Com(S-mod,⊗conc),□, I□

)
−→ propsC.

We also have the dual notion.

Definition 5.6 (Coprotoperad). A coprotoperad is a co-unital comonoid (Q,∆, ϵ) in the monoidal
category (S-modredC ,⊠, I⊠): we note coprotoperadsk, the category coUAs(S-modredC ,⊠, I⊠) of co-
protoperads.

Notation 5.7. We note S-modgrC , the category Func(Bijop,Cgr), where Cgr is the category of
N-graded object of C. This grading is called the weight. All the previous constructions extend
naturally to graded S-modules.

Definition 5.8 ((Connected) Weight graded protoperad/coprotoperad). A protoperad (resp.
coprotoperad) P is weight graded if P is a monoid (resp. comonoid) in the category S-modred,grC

for the product ⊠. We denote this grading by P =
⊕

i∈N P [i]. We say that a weight graded
(co)protoperad P =

⊕
i∈N P [i] is connected if P [0] ∼= I⊠.
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5.1 Partial compositions One can describe (cf. [12, Sect. 5.3.4]) the operad structure on a
S-module O just by giving the partial compositions maps ◦s : O(S) ⊗O(R) → O(R ⨿ S\{s}).
We have a similar property for protoperads

Definition 5.9 (Partial compositions). Let P be a reduced S-module equipped with a morphism
of S-modules ϵ : I⊠ ↪→ P . Let M,N and S be three non-empty finite sets, with two diagrams of
injections as follows:

φ :=
(
i :M ↪→ S ←↩ N : j

)
and φop :=

(
j : N ↪→ S ←↩ M : i

)
and such that {

im(i) ∪ im(j) = S

im(i) ∩ im(j) ̸= ∅
. (2)

We say that P has a partial composition system if, for all diagrams φ, we have a morphism

◦
φ
: P (M)⊗ P (N) −→ P (S) ,

graphically represented by

s1 si sn

pm ⊗
s1 si sn

pn =

s1 si sn

pm

pn
◦
φ7−→

s1 si sn

pm

pn

compatible with the action of Aut(S), i.e. for all σ ∈ Aut(S) with

σ · φ :=
(
i′ :M ′ := σ

(
i(M)

)
↪→ S ←↩ σ

(
j(N)

)
=: N ′ : j′

)
we have the commutative diagram

P (M)⊗ P (N) P (M ′)⊗ P (N ′)

P (S) P (S)

◦
φ

∼=
P (σ|M )⊗P (σ|N )

◦
σ·φ

P (σ)

(3)

and which satisfies the following compatibility properties, for all commutative diagram of injec-
tions

M

%%
φ

N

yy %% ψ
U

yy
R

%% ξ
S

yy
‘′ T

with ξL :=M → T ← S and ξR := R→ T ← U , such that the four pairs of arrows φ, ψ, ξL and
ξR satisfy the condition (2). The partial composition satisfies the three associativity axioms:
Axiom H ( )

P (M)⊗ P (N)⊗ P (U) P (M)⊗ P (S)

P (R)⊗ P (U) P (T )

1⊗◦
ψ

◦
φ
⊗1 ◦

ξL◦
ξR
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represented by

pm

pn

pu

pm

pn

pu

pm

pn

pu

pm

pn

pu

1 ⊗ ◦
ψ

◦
ψ

⊗ 1
◦
ξL

◦
ξR

Axiom V ( )

P (N)⊗ P (M)⊗ P (U) P (S)⊗ P (M)

P (R)⊗ P (U) P (T )

(◦
ψ
⊗1)(1⊗τ)

◦
φop

⊗1 ◦
ξ
op
L

◦
ξR

represented by

pm

pn

pu

pn

pm

pu

pn

pm

pu

pm

pn

pu

(◦
ψ

⊗ 1)(1 ⊗ τ)

◦
φop

⊗ 1

◦
ξ
op
L

◦
ξR

Axiom Λ ( )

P (M)⊗ P (U)⊗ P (N) P (M)⊗ P (S)

P (U)⊗ P (R) P (T )

1⊗ ◦
ψop

(1⊗◦
φ
)(τ⊗1) ◦

ξL

◦
ξ
op
R

represented by

pm

pn

pu

pm

pn

pu

pm

pn

pu

pm

pn

pu

1 ⊗ ◦
ψop

(1 ⊗ ◦
φ
)(τ ⊗ 1) ◦

ξL

◦
ξ
op
R

The partial products also satisfy the following unital property for all diagrams of the form

ι :=
(
i : {∗} ↪→M

∼=←M : id
)
,
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we have commutative diagrams

I⊠({∗})⊗ P (M) P ({∗})⊗ P (M)

P (M)
∼=

ϵ⊗id

◦
ι

and
P (M)⊗ I⊠({∗}) P (M)⊗ P ({∗})

P (M)
∼=

id⊗ϵ

◦
ιop

.

Proposition 5.10. A protoperad P has canonically a partial compositions system. Conversely,
a partial compositions system on a S-module P canonically extends to a protoperad structure.

Proof. Let (P, µ) be a monoid in the category
(
S-modredC ,⊠, I⊠

)
. By the grading of ⊠ which is

implied by the analycity of ⊠ (cf. Lemma 2.17), the restriction of the product µ to (P ⊠ P )(2)P

gives us directly all the partial compositions ◦
φ

and the associativity and the unit of the product

imply all diagrams of the definition hold.
Conversely, let P be a reduced S-module, with an injection of S-modules I⊠ ↪→ P and a

partial composition system. By the associativity of partial compositions ◦
φ

for P , we define, for

all K ∈ Yor
m (S), L ∈ Yor

n (S) with K(K,L) = {S}, a morphism

µ̃K,L :
m⊗
i=1

P (Ki)⊗
n⊗
j=1

P (Lj) −→ P (S).

The compatibility of the partial compositions with the action of the automorphism group of the
target (cf. Equation (3)) implies that the following morphism

∑
µ̃K,L :

⊕
(σ,τ)∈Sm×Sn

m⊗
i=1

P (Kσ(i))⊗
n⊗
j=1

P (Lτ(j)) −→ P (S)

passes to the quotient

µS :
⊕

(K,L)∈X conn(S)

⊗
α∈A

P (Kα)⊗
⊗
β∈B

P (Lβ) −→ P (S),

which gives us a natural transformation µ : P ⊠ P −→ P . This natural transformation makes
P a unital associative monoid in ⊠, because the partial products satisfy the associativity and
unital axioms.

5.2 Free monoid in abelian monoidal categories We briefly recall the construction of the
free monoid F (−) by Vallette in [18, 20] for general abelian monoidal category. Let (A,⊙, I⊙)
be an abelian monoidal category such that, for all objects A in A, the endofunctors of A RA
and LA, given by RA(M) := M ⊙ A and LA(M) := A ⊙ M for all object M ∈ A, preserve
reflexive coequalizors and sequential colimits (cf. [20]). Fix an object V in the category A. The
underlying object F (V ) of the free monoid associated to V , is given by the following sequential
colimit:

Ṽ0 := I
η̃V //

jV,0

--

Ṽ1
η̃V //

jV,1

**

Ṽ2
η̃V //

jV,2
&&

. . .
η̃V // Ṽn

η̃V //

jV,n
xx

. . .

F (V ) := colim
n∈N

Ṽn,

where
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• the objects Ṽn are defined as a quotient of (V ⊕I⊙)⊙n where we identify V ⊙I⊙ and I⊙⊙V
on each copy of (V ⊕ I⊙)⊙2 in (V ⊕ I⊙)⊙n;

• the maps η̃V are induced by the maps

ηV,i : (V ⊕ I⊙)⊙i ⊙ I⊙ ⊙ (V ⊕ I⊙)⊙(n−i) Vi⊙ηV ⊙Vn−i// (V ⊕ I⊙)⊙i ⊙ (V ⊕ I⊙)⊙ (V ⊕ I⊙)⊙(n−i)

which are identified in the quotient.
The interested reader can refer to [20] for more details. Using this, we describe the free

protoperad F (V ) over a S-module V . We summarise the results of Appendix A.1 in the following
proposition.

Proposition 5.11 (First description of the free protoperad F (V )). Let V be a reduced S-module.
We have an explicit description of the free protoperad on V . Moreover, the free protoperad is
weight-graded:

F (V ) ∼=
⊕
ρ∈N

F (ρ)(V ) .

with F (0)(V ) = I⊠(V ).

Proof. See Proposition A.6 for the precise statement and the proof.

The functor Ind commutes to free monoids and sends a protoperad defined by generators G
and relations R to a properad defined by generators Ind(G) and relations Ind(R)

Proposition 5.12. 1. The functor Ind commutes with the functors F and FVal, i.e.

FVal
(
Ind(−)

) ∼= Ind
(
F (−)

)
,

where FVal is the functor of free properad (see [18, 19]).
2. Let V be a reduced S-module and R be a sub-S-module of the free monoid F (V ). Then,

we have the isomorphism:

Ind
(
F (V )

/
⟨R⟩
)
∼= FVal

(
Ind(V )

)/〈
Ind(R)

〉
.

Proof. 1. The functor Ind commutes with colimits.
2. This follows from Theorem 4.15, Proposition 4.4, [18, Prop. 28] and the construction of

the free monoid

Remark 5.13 (Description of F (2)(V )). By Proposition A.5 and Proposition A.6, we have an
explicit description of the sub-S-module of weight 2 of the free protoperad:

F (2)(V ) ∼=
⊕
K,L⊂S
K∪L=S
K∩L̸=∅

V (K)⊗ V (L).

As we said, the first description of the free protoperad is rather complicated, so we prefer a
combinatorial description generalizing the identification of Remark 5.13. This is the purpose of
the next subsection.



292 Leray, Higher Structures 6(1):256–310, 2022.

5.3 Combinatorial version of the free protoperad Fix a reduced S-module V : by the
external product of S-modules, we define the functor

V ×n :
(
Bijop

)×n −→ C.

Following Section 2.1, we have the functor

VWor
n (S) =

⊕(
(K1,...,Kn),⩽

)
∈Wor

n (S)

V (K1)⊗ . . .⊗ V (Kn) .

The free action of Sn on V ×n acts on VWor
n , by the symmetry of (C,⊗, τ): then, we obtain the

functor(
VWor

n
)
Sn

(S) ∼=
⊕(

{Kα}α∈A,⩽
)
∈Wn(S)

( ⊕
(K1,...,Kn)∈{Kα}α∈A

V (K1)⊗ . . .⊗ V (Kn)
)
Sn

which we denote as follows:

VWn(S) :=
⊕(

{Kα}α∈A,⩽
)
∈Wn(S)

⊗
α∈A

V (Kα).

The construction works for the functor of connected walls Wconn,ord
n , which gives us the functor

VWconn
n (S) :=

⊕(
{Kα}α∈A,⩽

)
∈Wconn

n (S)

⊗
α∈A

V (Kα).

We define the partial composition product. Let φ be a diagram of injections i : S ↪→ R←↩ T : j

with im(i) ∩ im(j) ̸= ∅ and im(i) ∪ im(j) = R. We have, by Proposition 1.11, the morphism

VWor
m (S)⊗ VWor

n (T ) ∼=
⊕(

(K1,...,Km),⩽K
)
∈Wor

m (S)(
(L1,...,Ln),⩽L

)
∈Wor

n (T )

V (K1)⊗ . . .⊗ V (Km)⊗ V (L1)⊗ . . .⊗ V (Ln)

→
⊕(

(i(K1),...,i(Km),

j(L1),...,j(Ln)),⩽
j(L)
i(K)

)
∈Wor

m+n(R)

V (K1)⊗ . . .⊗ V (Km)⊗ V (L1)⊗ . . .⊗ V (Ln),

where ⩽j(L)
i(K) is defined as follows: we have on ∪ai(Ka) (resp. ∪bj(Lb)) the partial order ⩽i(K)

(resp.⩽j(L)) induced by that of K (resp. L), i.e. i(Ka) ⩽j(L)
i(K) i(Kb) if Ka ⩽K Kb (resp.

j(La) ⩽j(L)
i(K) j(Lb) if La ⩽L Lb) which gives to (K1, . . . ,Km, L1, . . . , Ln), the order ⩽j(L)

i(K), by
Lemma 1.3. Thus we have the morphism

VWor
m (S)⊗ VWor

n (T ) −→ VWm+n(R)

which factorises through VWm(S)⊗ VWn(T ), giving the partial composition product

◦
φ
: VWm(S)⊗ VWn(T ) −→ VWm+n(R).

As im(i) ∩ im(j) ̸= ∅, this partial composition product restricts to the connected version: we
have the partial composition product

◦
φ
: VWconn

m (S)⊗ VWconn
n (T ) −→ VWconn

m+n(R).

These partial products make VWconn
:=
∐
n V

Wconn
n , a protoperad by Proposition 5.10.
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Theorem 5.14 (Description of the free protoperad). Let V be a reduced S-module and ρ be an
integer in N∗. We have, for all finite sets S, the isomorphism of (right) Aut(S)-modules

F ρ(V )(S) ∼=
⊕

({Kα}α∈A,⩽)
∈Wconn

ρ (S)

⊗
α∈A

V (Kα).

Proof. See Appendix A.2.

Remark 5.15 (Wall module endofunctor). This free protoperad construction gives us the wall
module endofunctor

F : S-modredC −→ S-modredC

V 7−→
⊕

w∈Wconn

w(V )

where, for a finite set S and a connected wall w = ({Wα}α∈A,⩽) ∈ Wconn(S), we have

w(V )(S) :=
⊗
α∈A

V (Wα) .

Remark that, for a reduced S-module V , the elements of F ◦F (V ) can be viewed as sums of
walls W where each brick B of W is labelled by w(V ) with w a wall in Wconn(B). We endow
the wall endofunctor F with a monad structure where the natural transformation F ◦F → F

amounts to forgetting the partition of walls on the left hand side and where the unit id→ F is
given by the embeddings V ↪→ F (V ) of walls with one brick.

Proposition 5.16. The category of algebras over the monad F is equivalent to the category of
protoperads.

Proof. As X conn is a subfunctor of Wconn (see Remark 1.20), then every algebra over the monad
F is endowed with a structure of protoperad. Conversely, let P be a protoperad. By Propo-
sition 5.10, P has a partial compositions system. By induction, it is easy to see that we can
reconstruct every connected wall using partial compositions. Then P is an algebra over the
monad F .

Remark 5.17 (About Feynman category formalism). In [9], the authors develop the notion of
Feynman category. A Feynman category is a triple F := (V,F, ι) where V is a groupoid, F is
a symmetric monoidal category and ι : V → F is a functor, satisfying three conditions (see [9,
Def. 1.1.1.] for a precise statement). Fix C, a symmetric monoidal category (like Ch or Top).
The authors gives several examples of Feynman categories F such that the associated category
of strong symmetric monoidal functors F-Ops := Func⊗(F,C) are algebraic objects which encode
algebraic structures.

• The authors define the Feynman category O = (Crlrt,Opd, ι) (see [9, Sect. 2.2.1.]), where
Crlrt is the groupoid where object are rooted directed corollas, and morphisms are isomor-
phisms which preserve the directed structure; the objects of Opd are disjoint unions of
corollas and morphisms are some morphisms of graphs. This Feynman category encodes
operads, i.e. the category of strong symmetric monoidal functors Func⊗(Opd,C) is the
category of operads.

• The Feynman category P, also defined with some categories of graphs, encodes PROPs
(see [9, Sect. 2.2.2.]).
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• The Feynman category Pctd, which is a Feynman subcategory of P, encodes properads (see
[9, Sect. 2.2.2.]).

Using Remark 1.22 and Theorem 5.14, it will be interesting to describe explicitly the Feynman
category which encodes protoperads. With such description of this specific Feynman category,
some results of this paper could be derived from [9].

5.4 Examples In this section, one gives several examples of protoperads. Using [18, Chap. 1
Sect. 7] and Proposition 2.18, one can define some protoperads by generators and relations.

Example 5.18 (DLie). We have already seen the double Lie protoperad in the introduction.
Here, we present a formal definition. The protoperad DLie is defined by generators and relations

DLie := F (V )

⟨RDJ ⟩

where the S-modules V and RDJ are given by

V (n) :=

{
sgn(S2) if n = 2;

0 otherwise
and RDJ (n) :=

{
triv(Z/3Z) ↑S3 if n = 3;

0 otherwise
.

With the presentation in terms of walls, that gives us the following presentation:

DLie := F

(
1 2

= −
2 1

)/〈
1 2 3

+

2 3 1

+

3 1 2
〉
.

Example 5.19 (DLie!). The protoperad DLie!, given as the Koszul dual of the protoperad DLie
(and named DCom in [11] to mimic the operadic case), is defined by generators and relations

DLie! := F

(
1 2

= −
2 1

)/〈
1 2 3

−
2 3 1

;

1 2
〉

,

We finish by an example of protoperad which encodes the structure of double associative
algebra, introduced by Goncharov and Kolesnikov in [6].

Example 5.20 (DAs). The protoperad DAs, which encodes the double associative algebras, is
defined by generators and relations,

DAs := F

(
1 2

)/〈
1 2 3

−
1 2 3

;

1 2 3

−
1 2 3

〉
,

Lemma 5.21. The map
Φ: DAs −→ DLie

1 2

7−→
1 2

−
2 1

is a morphism of protoperads.

Proof. Denote by
1 2

the image of the generator
1 2

of DAs by the map Φ. Then we have

1 2 3

=

3 2 1

−
1 3 2

+

1 2 3

−
2 3 1
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It is easy to see that
1 2

satisfies the double Jacobi relation:

1 2 3

+

2 3 1

+

3 1 2

= 0 .

Remark 5.22. This lemma is a protoperadic incarnation of [6, Lem. 1].

6. Colours on walls

In this section, we associate to a wall W inWconn, a chain complex, called the colouring complex :
it is determined by the combinatorics of the wall W . This is a combinatorial introduction to
some results of [11]: the colouring complex of a connected wall W over S encodes a part of the
differential of the bar construction of a free protoperad (see [11, Sect. 2]).

6.1 Coloured bricks In this subsection, we define the notion of a colouring of a wall: through-
out this section, we consider S, a non-empty finite set.

Definition 6.1 (Colouring). Let (W,⩽W ) inW(S) be a wall over S. A (connected) C-colouring
of W is a surjective morphism of sets φ :W ↠ C, where C is called the set of colours, satisfying
the following assertions:

1. the binary relation ⩽φ induced on C by the partial order of W , defined, for all c1, c2 in C,
by

c1 ⩽φ c2 if ∃k1 ∈ φ−1(c1), k2 ∈ φ−1(c2) such that k1 ⩽W k2;

is a partial order;
2. the fibers of φ are connected, i.e. for each colour c in C, the set φ−1(c) belongs toWconn(Sc)

with Sc :=
⋃
Wα∈φ−1(c)Wα.

We denote by Succ(φ) or Succ(C) the set of successive colours. Two colouring φ : W ↠ C

and ψ : W ↠ D of a wall W are isomorphic if there exists an isomorphism of posets Φ : (C,⩽φ

)→ (D,⩽ψ) such that the following diagram commutes:

W

C D.

ψφ

∼=
Φ

We denote by Col(W ) the set of isomorphism classes of colourings of W :

Col(W ) :=
{
φ :W → C|φ a colouring

}
/∼=,

which is graded by the number of colours:

Col•(W ) =
∐
n∈N∗

Coln(W ) with Coln(W ) :=
{
φ ∈ Col(W ) | |φ(W )| = n

}
.

Remark 6.2. 1. As any colouring φ :W → C is a surjective map, for any colour c in C, the
set of C-coloured bricks is non empty, i.e. φ−1(c) ̸= ∅. Furthermore, as W is a wall over
S, i.e. W ∈ W(S), we have

⋃
c∈C Sc = S with

Sc :=
⋃

Wα∈φ−1(c)

Wα.
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2. Col|W |(W ) is reduced to a unique element.
3. If n > |W |, then Coln(W ) = ∅, as in example 6.3.
4. Let W be a non-connected wall over S. The decomposition into connected parts (cf. Propo-

sition 1.21) of W =W 1 ⨿ . . .⨿W l implies that we have the following graded product:

Col•(W ) =
l∏

i=1

Col•(W i).

Example 6.3 (Top-colouring). For any wall W , the identity morphism W → W defines the
top-colouring, in which each brick of W has a different colour. For example, we represent the
top-colouring of the following wall

by the coloured diagram:

.

Example 6.4 (Bot-colouring). For any connected wall, the projection to a point W → {∗}
defines a colouring called the bot-colouring, denoted by botW , which colours all the bricks of W
the same colour; for example, we represent diagrammatically the bot-colouring of the previous
wall by:

.

If W ∈ W(S) is a non connected wall over S, then, by the proposition 1.21, we have its decom-
position in connected component W 1 ⨿ . . . ⨿Wn, and the bot-colouring of W , also denoted by
botW , is given by botW = botW1 ⨿ . . .⨿ botWn ; for example:

.

Non-example 6.5. We consider the wallW = {Wa,Wb,Wc,Wd} inWconn([[1, 4]]) over S = [[1, 4]]

with
Wa = {1, 2},Wb = {3, 4},Wc = {2, 3} and Wd = {1, 4}

and the partial order given by Wa < Wc, Wa < Wd, Wb < Wc and Wb < Wd. We consider
the surjective map f : W → {w, b} which maps Wa and Wc to b and Wb and Wd to w: we
diagrammatically represent f by

a b

cd d
.

However, f does not define a colouring of W , because the binary relation ⩽f induced by the
order of W is not a partial order. For the same reason, the following coloured diagram:

is not the diagram of a colouring. The diagram

is not the diagram of a colouring, because the white sub-wall is not connected.
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Lemma 6.6. Let S be a non-empty finite set, W in W(S), a wall over S and φ : W ↠ C, a
colouring of W with Succ(C) ̸= ∅ (which implies |C| > 1). For any pair (c1 < c2) ∈ Succ(C) of
successive colours, the composition

W C

C/c1∼c2

φ

∃!φ̃
π
c2
c1

where πc2c1 identified the two colours c1 and c2, define a colouring φ̃ of W .

Proof. By Proposition 1.2:

Example 6.7. We consider the wall W with five bricks represented by

,

and the colouring φ :W ↠ {w, b, g} (with w for white, g for grey and b for black), diagrammat-
ically represented by:

,

with g ⩽ b ⩽ w. As g and b are two successive colours, φ induces a colouring φ̃ : W ↠ C/g∼b
with two colours, which is diagrammatically represented by:

.

The colouring φ induces another colouring φ̂ :W ↠ C/b∼w represented by:

.

On the other hand, as G and W are not successive, the map φ̄ : W ↠ C/g∼w does not define a
colouring of W : the diagram

is not a colouring diagram.

Lemma 6.8. Let S be a non-empty finite set, W in W(S) a wall (resp. W in Wconn(S) a
connected wall) over S and φ :W ↠ C a colouring of W . We note ∼φ, the equivalence relation
of W induced by φ, i.e. for k and l, two elements of W , we have k ∼φ l if φ(k) = φ(l). Then
W/∼φ is a wall (resp. W/∼φ is a connected wall) over S.

Proof. By Proposition 1.2 and the definition of a colouring.
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6.2 The colouring complex

Definition/Proposition 6.9. Consider (S,<S), a finite totally ordered set: for a wall (W,<W )

in W(S) over S, we can extend as follows the partial order <W to a total order ≺W on W ,
induced by that of S. For Wa and Wb in W , we have Wa ≺W Wb, if:

• Wa ∩ Wb ̸= ∅ and Wa <W Wb (because Wa ∩ Wb ̸= ∅ implies that Wa and Wb are
comparable for <W );

• Wa ∩Wb = ∅ and h(Wa) <N h(Wb) with h(Wα) the height of the brick Wα in the wall W
(cf. Section 1.1);

• Wa ∩Wb = ∅, h(Wa) = h(Wb) and min(Wa) <S min(Wb).

Let φ :W → C be a colouring of W , a wall over S. As the order <W induces a partial order
<φ on C, by definition of a colouring, the total order ≺W induces a total order on C denoted by
≺φ:

c1 ≺φ c2 if ∃k1 ∈ φ−1(c1), k2 ∈ φ−1(c2) such that k1 ≺W k2;

Lemma 6.10. For a connected wall W in Wconn(S) and a colouring φ in Col(W ), the set of
pairs of successive colours Succ(φ) has a total order ≺φ defined as follows: for c = (c1, c2) and
d = (d1, d2), two elements of Succ(φ), we have c ≺φ d if

min≺W

(
φ−1(c1) ∪ φ−1(c2)

)
≺W min≺W

(
φ−1(d1) ∪ φ−1(d2)

)
.

By this lemma, we index the projections πdc by integers: if (c < d) ∈ Succ(φ) is the i-th
element (for the total order ≺φ), we note ∂i := πdc . Furthermore, we observe that ∂i∂j = ∂j−1∂i
for all i <N j, as in a semi-simplicial set. However, we will see (cf. Example 6.14) that the set of
colouring of a wall W is not a semi-simplicial set, but we can still associate a chain complex to
the poset of colourings of a wall.

Definition/Proposition 6.11. Let S be a finite totally ordered set. For a connected wall W
over S, the Z-linearisation of the graded set Col•(W ) gives a chain complex, called the colouring
complex, denoted by CCol

• (W ), where the differential is given by

(W,φ)
∂Col7−→

∑
(c<d)∈Succ(φ)

(−1)Λ(W,πdc ◦ φ)

with

Λ :=#
{
x ∈ φ(W ) | x ≺φ d and x ̸= c

}
+#

{
x ∈ φ(W ) | c ≺φ x ≺φ d and (x < d) ∈ Succ(φ)

}
.

Remark 6.12. The condition c ≺φ x ≺φ d implies x ̸= c and x ̸= d: the inequalities are strict.

Proof. We need to prove that ∂Col ◦ ∂Col = 0. We just need to understand what are the signs of
terms πbaπdc and πdcπba in ∂Col◦∂Col. We consider two pairs of successive colours (a < b) ≺φ (c < d)

for φ, a colouring of W .
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• We start with two pairs of successive colours (a < b) ≺φ (c < d) such that b ̸= d. Then, in
the composition ∂Col ◦ ∂Col, we have the contribution (−1)Λ1πbaπ

d
c + (−1)Λ2πdcπ

b
a, with

Λ1 =#
{
x ∈ φ(W ) | x ≺φ d and x ̸= c

}
+#

{
x ∈ φ(W ) | c ≺φ x ≺φ d and (x < d) ∈ Succ(φ)

}
+#

{
x ∈ πdc ◦ φ(W ) | x ≺πdc ◦φ b and x ̸= a

}
+#

{
x ∈ πdc ◦ φ(W ) | a ≺πdc ◦φ x ≺πdc ◦φ b and (x < b) ∈ Succ(πdc ◦ φ)

}
=#

{
x ∈ φ(W ) | x ≺φ d and x ̸= c

}
+#

{
x ∈ φ(W ) | c ≺φ x ≺φ d and (x < d) ∈ Succ(φ)

}
+#

{
x ∈ φ(W ) | x ≺φ b and x ̸= a

}
+#

{
x ∈ φ(W ) | a ≺φ x ≺φ b and (x < b) ∈ Succ(φ)

}
and

Λ2 =#
{
x ∈ φ(W ) | x ≺φ b and x ̸= a

}
+#

{
x ∈ φ(W ) | a ≺φ x ≺φ b and (x < b) ∈ Succ(φ)

}
+#

{
x ∈ πba ◦ φ(W ) | x ≺πba◦φ d and x ̸= c

}
+#

{
x ∈ πba ◦ φ(W ) | c ≺πba◦φ x ≺πba◦φ d and (x < d) ∈ Succ(πba ◦ φ)

}
=#

{
x ∈ φ(W ) | x ≺φ b and x ̸= a

}
+#

{
x ∈ φ(W ) | a ≺φ x ≺φ b and (x < b) ∈ Succ(φ)

}
+#

{
x ∈ φ(W ) | x ≺φ d and x ̸= c

}
− 1

+ #
{
x ∈ φ(W ) | c ≺φ x ≺φ d and (x < d) ∈ Succ(φ)

}
so the contribution (−1)Λ1πbaπ

d
c + (−1)Λ2πdcπ

b
a is null.

• We consider the case which we have (a < c) ≺φ (b < c). The contribution (−1)Λ1πcaπ
c
b +

(−1)Λ2πcbπ
c
a have the signs given by:

Λ1 =#
{
x ∈ φ(W ) | x ≺φ c and x ̸= b

}
+#

{
x ∈ φ(W ) | b ≺φ x ≺φ c and (x < c) ∈ Succ(φ)

}
+#

{
x ∈ πcb ◦ φ(W ) | x ≺πcb◦φ c and x ̸= a

}
+#

{
x ∈ πcb ◦ φ(W ) | a ≺πcb◦φ x ≺πcb◦φ c and (x < c) ∈ Succ(πcb ◦ φ)

}
=#

{
x ∈ φ(W ) | x ≺φ c and x ̸= b

}
+#

{
x ∈ φ(W ) | b ≺φ x ≺φ c and (x < c) ∈ Succ(φ)

}
+#

{
x ∈ φ(W ) | x ≺φ c and x ̸= a

}
− 1

+ #
{
x ∈ φ(W ) | a ≺φ x ≺φ c and (x < c) ∈ Succ(φ)

}
− 1

and

Λ2 =#
{
x ∈ φ(W ) | x ≺φ c and x ̸= b

}
− 1

+ #
{
x ∈ φ(W ) | b ≺φ x ≺φ c and (x < c) ∈ Succ(φ)

}
+#

{
x ∈ φ(W ) | x ≺φ c and x ̸= a

}
+#

{
x ∈ φ(W ) | a ≺φ x ≺φ c and (x < c) ∈ Succ(φ)

}
so the contribution of (−1)Λ1πcaπ

c
b + (−1)Λ2πcbπ

c
a is null.
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Then, we have ∂Col ◦ ∂Col = 0.

Lemma 6.13. If W ∈ W(S) is a non connected wall over a totally ordered S, and W 1⨿ . . .⨿W l

is the decomposition in connected component of W , we have

CCol
• (W ) ∼=

l⊗
i=1

CCol
• (W i).

Proof. By Remark 6.2 4, and the fact that the functor of linearisation preserves coproducts.

Example 6.14. Consider the colouring complex of the wall W ∈ Wconn([[1, 4]]) represented by
.

• Col4(W ) contains only the top-colouring of W :

.

the poset Succ(top), where we denote by ≺top its total order, is given by:

Succ(top) =
{

≺top ≺top
}

where any diagram represent a pair of successive bricks. So, we have the following three

arrows Col4(W ) // //

∂i //
Col3(W ) represented by:

∂1→ ;
∂2→ ;

∂3→ .

• Col3(W ) is the set of the following three colourings

, and .

For each colouring in Col3(W ), we have the set of successive colours:

Succ
( )

=
{

≺
}

;

Succ
( )

=
{

≺
}

;

Succ
( )

=
{

≺
}

;

which are given to us the maps from Col3(W ) to Col2(W ).
• Col2(W ) contains the following colourings:

, and .

As these colourings just have two colours, the sets of successive colours associated to them
are reduced to only one element.

Finally, we have the complete description of the colouring complex of W :

∂1 //

∂2

"" ""
CCol
• (W ) :=

∂1

<<

∂2 //

∂3

""

∂1

<<

∂2

""

//

∂2
//

∂1

<< <<
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where the differential is given by the sum of ∂i with the sign rule defined above. We have the
following second example:

//

%%

��

99

!!

((∂2
66

∂3

AA

∂4 ((

∂1

��

==

%%

66

//

99

AA

.

Theorem 6.15. Let S be a finite totally ordered set and W a wall over S. If the set Succ(W )

is not empty, then the colouring complex CCol
• (W ) is acyclic.

Proof. Let S be a totally ordered finite set and W , a wall over S with Succ(W ) ̸= ∅. We prove
the proposition by induction on the number of bricks in W . If W has only one brick, then the
set Succ(W ) is empty. If #W = 2 then the complex CCol

• (W ) is as follows:

CCol
• (W ) = 0 −→ ∂−→ −→ 0,

which is acyclic. We suppose, by induction, that, for all wall W over S such that 2 ⩽ #W < n

and Succ(W ) ̸= ∅, the chain complex CCol
• (W ) is acyclic. If W is a non-connected wall with

n bricks, by Lemma 6.13 and the induction hypothesis, the chain complex CCol
• (W ) is acyclic.

Now, let W be a connected wall with n bricks.
We start be treating the exceptional case where W has the following shape:

k
l1 l2 ln−1 . (4)

We consider the sub-complex CCol,k<l1
• (W ) which is isomorphic to CCol

• (W/k∼l1) which is acyclic
by induction. So we consider the following short exact sequence:

0 // CCol,k<l1
• (W ) // CCol

• (W ) // CCol
• (W )

/
CCol,k<l1
• (W ) // 0 ;

The chain complex CCol
• (W )

/
CCol,k<l1
• (W ) is isomorphic to CCol

• (W\{l1}), so the term on the
right hand side of the exact sequence is also acyclic, so the complex CCol

• (W ) too.
Now, we suppose that W does not have the exceptional shape Equation (4). We choose

(k < l) ∈ Succ(W ) with h(k) = 1 and we consider the subcomplex CCol,(k<l)
• (W ) ⊂ CCol

• (W ) of
colourings φ of W such that φ(k) = φ(l). We consider W/k∼l, the poset with

(
W\{k, l}

)
∪{k∪l},

its underlying set with the partial order induced by the W one: for j ∈ W such that j > k or
j > l (resp. j < k or j < l) then we have j > (k ∪ l) (resp. j < (k ∪ l)). By the definition of the
differential of the colouring complex, we have the following isomorphism of chain complexes:

CCol,k<l
• (W ) ∼= CCol

•
(
W/k∼l

)
.
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As |W/k∼l| = |W | − 1, then CCol,k<l
• (W ) is acyclic by induction.

We denote by SuccW (k), the set
{
l ∈ W | (k < l) ∈ Succ(W )

}
and we consider the chain

complex ∑
l∈SuccW (k)

CCol,k<l
• (W ).

By Lemma 6.16 below, this complex is acyclic if, for all non-empty subsets S̃ucc(k) ⊂ SuccW (k),
the complex ⋂

l∈S̃ucc(k)

CCol,k<l
• (W )

is acyclic. Let S̃ucc(k) be a non-empty subset of SuccW (k): we have the isomorphism of chain
complexes ⋂

l∈S̃ucc(k)

CCol,k<l
• (W ) ∼= CCol,k<l

• (W/
S̃ucc(k)

).

There are two cases: if |W/
S̃ucc(k)

| = 1, which means that S̃ucc(k) = SuccW (k) and so W

has the exceptional shape as in Equation (4), which is excluded by the hypothesis. Otherwise
|W/

S̃ucc(k)
| > 1: in this case, CCol,k<l

• (W/
S̃ucc(k)

) is acyclic by induction.
We consider the complex

CCol
• (W )

/( ∑
l∈SuccW (k)

CCol,k<l
• (W )

)
.

which is isomorphic to CCol
•
(
W\{k}

)
. Note that this complex is generally a ⊗-product of com-

plexes because W\{k} is not necessarily connected. As we have the short exact sequence

0
∑

l∈SuccW (k)

CCol,k<l
• (W ) CCol

• (W )
CCol
• (W )∑

l∈SuccW (k)

CCol,k<l
• (W )

0 ,

with the left and the right hand sides acyclic, the complex CCol
• (W ) is too.

Lemma 6.16 (Algebraic Mayer-Vietoris). 1. Let A and B be acyclic chain complexes. If the
complex A ∩B is acyclic, then the complex A+B is too.

2. More generally, let m be an integer in N∗ and {Ai}i∈[[1,m]] a sequence of m acyclic complexes.
If, for all subsets J ⊂ [[1,m]], the complex

⋂
j∈J Aj is acyclic, then the complex

∑m
j=1Aj is

too.

Proof. 1. We have the square
A ∩B //

�� ⌜

B

��
A // A+B

which induces the short exact sequence

0 // A ∩B // A⊕B // A+B // 0.

We conclude the proof by the associated long exact sequence in homology and the additivity
of the functor H•(−).
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2. We prove the result by induction on m. For m = 2, we have (1). Let m be an integer and
suppose by induction that for all family A1, . . . , Am of m acyclic complexes, the complex⋂
j∈J Aj is acyclic, then the complex

∑m
j=1Aj is acyclic. Let A0, . . . , Am be a family of

m + 1 acyclic complexes such that, for all J ⊂ [[0,m]], the complex
⋂
j∈J Aj is acyclic: so

the complex
∑m

j=1Aj is acyclic, by induction. We have the following commutative square:∑m
j=1Aj ∩A0

//

�� ⌜

A0

��∑m
j=1Aj

//
∑m

j=0Aj

with A0,
∑m

j=1Aj and
∑m

j=1Aj ∩A0 acyclic. We conclude by (1).

Appendix A: Construction of the free protoperad

A.1 A first description of the free protoperad We use the results of [20] to describe the
free protoperad F (V ) over a S-module V .

To a partition K of a finite set S, i.e. K is an element of Y(S) (see Section 1.3), we associate
the non-ordered set Γ(K) which label this partition: S ∼=

∐
α∈Γ(K)Kα. Recall that the functor

S(−) is non-unitary and satisfies the exponential property (cf. Remark 2.14): then, for two
S-modules V1 and V2, we have the following isomorphism of S-modules:

S
(
V1 ⊕ V2

) ∼= S(V1)⊕ S(V2)⊕ S(V1)⊗conc S(V2).

Notation A.1. Let V be a S-module, we denote by the exponent (−)V , the weight-grading by
the number of terms V .

The functor S(−) is split analytic (cf. [18, 20] for the definition of split analytic functor), so
that, for three S-modules V1, V2 and V3, we have the weight-bigrading:

S(V1 ⊕ V2)□ S(V3) ∼= SV1 □ SV3 ⊕ SV2 □ SV3 ⊕
(
SV1 ⊗conc SV2

)
□ SV3

∼=
⊕
i,j∈N∗

SjV1 □ SV3 ⊕ SjV2 □ SV3 ⊕
(
SiV1 ⊗conc SjV2

)
□ SV3

=:
⊕
i,j∈N∗

(
S(V1 ⊕ V2)□ S(V3)

)(i)V1 ,(j)V2
by the bi-additivity of the bifunctors −□− and − ⊗conc −. This bigrading induces, via the
injection (V1 ⊕ V2)⊠ V3 ↪→ S(V1 ⊕ V2)□ S(V3) (cf. Proposition 2.19), the bigrading by weight of
V1 and V2 on (V1 ⊕ V2)⊠ V3 which is denoted by

(V1 ⊕ V2)⊠ V3 =:
⊕
i,j∈N∗

(
(V1 ⊕ V2)⊠ V3

)(i)V1 ,(j)V2 .
By the symmetry of the product ⊠, we also have the bigrading

V3 ⊠ (V1 ⊕ V2) =:
⊕
i,j∈N∗

(
V3 ⊠ (V1 ⊕ V2)

)(i)V1 ,(j)V2 ,
and we denote

(
(V1 ⊕ V2)⊠ V3

)(j)V2 :=
⊕
i∈N∗

(
(V1 ⊕ V2)⊠ V3

)(i)V1 ,(j)V2 .
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Remark A.2. These gradings are natural: they arise from the split analytic property of the
bifunctor −⊠−.

Remark A.3. In [15] and [18], for two S-bimodules M and P, the weight grading on M is
denoted by

M︸︷︷︸
r

⊠P.

As the functor Ind is monoidal and commutes with the direct sum, we have

Ind
(
((V1 ⊕ V2)⊠ V3)

(r)V2
)
= (Ind(V1)⊕ Ind(V2)︸ ︷︷ ︸

r

)⊠ Ind(V3).

As we said in Section 5.2, the construction of the free monoid generated by a S-module V is
based on the formal addition of the unit I⊠ to V . We consider the S-module V+ = V ⊕ I⊠, so
that V+(S) = V (S) for |S| ≠ 1 and V+({∗}) = V ({∗})⊕k. We also need the weight bigrading of
the S-module V+⊠W+ given by the weight grading on V and the weight grading on W . For all
finite sets S, this bigrading allows us to write the product V+ ⊠W+(S) as a direct sum of terms
with i copies of V and j copies of W . More precisely, the S-module S(V+)□ S(W+) is bigraded
by weights in V and W , and, via the injection

V+ ⊠W+ ↪→ S
(
V+ ⊠W+

) ∼=
(2.19)

S(V+)□ S(W+),

the S-module V+⊠W+ naturally inherits a weight bigrading in V andW . To express V+⊠W+(S)

as a sum of terms indexed by the bigrading, we require the following notation.

Notation A.4. Recall that, for all non-empty set S and for all pairs (I, J) in Yor
2 (S), by

definition, we have that I and J are also non-empty; we note:

Yor,+
2 (S) := Yor

2 (S) ∪ {(S,∅), (∅, S)}.

For a non-ordered partition K ∈ Yn(S) with n terms, we want to distinguish the components of
V and these with the unit I⊠ in

⊗
α∈Γ(K) V+(Kα) (where Γ(K) is the non-ordered set labeling

the partition K). So, we introduce the following functor:

QV
(RK1 ,R

K
2 )

: Γ̃(K) −→ C,

where Γ̃(K) is the discrete category on the set Γ(K). For each (RK1 , R
K
2 ) in Yor,+

2 (Γ(K)), the
functor QV

(RK1 ,R
K
2 )

associates, for all Kα with α in Γ(K), a chain complex as follows:

QV
(RK1 ,R

K
2 )
(Kα) :=

{
V (Kα) if α ∈ RK1
I⊠(Kα) if α ∈ RK2

.

that, for α in RK2 such that |Kα| ⩾ 2, the complex QV
(RK1 ,R

K
2 )
(Kα) is zero.

So we decompose V+ ⊠W+ as follow: for a finite set S, we have

V+ ⊠W+(S) =
(
(V ⊕ I⊠)⊠ (W ⊕ I⊠)

)
(S)

∼=
⊕

(K,L)∈X conn(S)

(RK1 ,R
K
2 )∈Yor,+

2 (Γ(K))

(RL1 ,R
L
2 )∈Y

or,+
2 (Γ(L))

⊗
α∈Γ(K)

QV
(RK1 ,R

K
2 )
(Kα)⊗

⊗
β∈Γ(L)

QW
(RL1 ,R

L
2 )
(Lβ).
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We collect terms by the number of copies of V and W , then the Aut(S)-module V+ ⊠W+(S) is
isomorphic to⊕

(r,s)∈N2

(K,L)∈X conn(S)

⊕
(RK1 ,R

K
2 )∈Yor,+

2 (Γ(K))

(RL1 ,R
L
2 )∈Y

or,+
2 (Γ(L))

|RK1 |=r,|RL1 |=s

⊗
α∈Γ(K)

QV
(RK1 ,R

K
2 )
(Kα)⊗

⊗
β∈Γ(L)

QW
(RL1 ,R

L
2 )
(Lβ)

∼=I⊠(S)⊕W (S)⊕ V (S)⊕
⊕

(r,s)∈(N∗)2

(K,L)∈X conn(S)

⊕
((RK1 ,R

K
2 ),(RL1 ,R

L
2 ))∈ΞK,L

|RK1 |=r,|RL1 |=s

⊗
α∈RK1

V (Kα)⊗
⊗
β∈RL1

W (Lβ)

where

ΞK,L :=

{(
(RK1 ,R

K
2 ),(RL1 ,R

L
2 )
)
∈

(
Yor
2 (Γ(K))∪(Γ(K),∅)

)
×
(
Yor
2 (Γ(L))∪(Γ(L),∅)

) ∣∣∣∣∣∣ ∀β ∈ R
K
2 , |Kβ| = 1,

∀β ∈ RL2 , |Lβ| = 1

}
, (5)

which gives us the bigrading. This last isomorphism is given by distinguishing terms arising from
the injections I⊠ ⊠W ↪→ V+ ⊠Wc, V ⊠ I⊠ ↪→ V+ ⊠Wc and I⊠ ⊠ I⊠ ↪→ V+ ⊠Wc. This gives the
bigrading of V+ ⊠W+(S) =

⊕
(r,s)∈N2(V+ ⊠W+)

(r)V ,(s)W where, for integers r and s in N∗, the
term (V+ ⊠W+)

(r)V ,(s)W (S) is isomorphic to

(V+ ⊠W+)
(r)V ,(s)W (S) ∼=

⊕
(K,L)∈X conn(S)

⊕
((RK1 ,R

K
2 ),(RL1 ,R

L
2 ))∈ΞK,L

|RK1 |=r,|RL1 |=s

⊗
α∈RK1

V (Kα)⊗
⊗
β∈RL1

W (Lβ)

with ⊕
s∈N∗

(V+ ⊠W+)
(0)V ,(s)W (S) ∼= (V+ ⊠W+)

(0)V ,(1)W (S) =W (S) ,⊕
r∈N∗

(V+ ⊠W+)
(r)V ,(0)W (S) ∼= (V+ ⊠W+)

(1)V ,(0)W (S) = V (S) ,

and (V+ ⊠W+)
(0)V ,(0)W (S) = I⊠(S) . We describe (V+ ⊠W+)

(1)V ,(1)W explicitly.

Proposition A.5 (Case of (V+ ⊠W+)
(1)V ,(1)W ). Let V and W be two reduced S-modules. For

all finite sets S, we have the following isomorphism:

(V+ ⊠W+)
(1)V ,(1)W (S) ∼=

⊕
K,L⊂S
K∪L=S
K∩L̸=∅

V (K)⊗W (L).

Proof. The Aut(S)-module (V+ ⊠W+)
(1)V ,(1)W (S) is isomorphic to⊕

(K,L)∈X conn(S)

⊕
(RK1 ,R

K
2 )∈Yor,+

2 (Γ(K))

(RL1 ,R
L
2 )∈Y

or,+
2 (Γ(L))

|RK1 |=1,|RL1 |=1

⊗
α∈Γ(K)

QV
(RK1 ,R

K
2 )
(Kα)⊗

⊗
β∈Γ(L)

QW
(RL1 ,R

L
2 )
(Lβ)

∼=
⊕

(K,L)∈X conn(S)
∃a∈A,b∈B|∀α∈Γ(K)\{a},β∈Γ(L)\{b}

Kα∼={∗}∼=Lβ

V (Ka)⊗W (Lb)



306 Leray, Higher Structures 6(1):256–310, 2022.

since, if there exists α in A\{a} such that Kα ̸∼= {∗}, then I⊠(Kα) = 0; likewise, for B\{b}.
Finally, we rewrite (V+ ⊠W+)

(1)V ,(1)W (S) as follows:

(V+ ⊠W+)
(1)V ,(1)W (S) ∼=

⊕
K,L⊂S
K∪L=S
K∩L̸=∅

V (K)⊗W (L).

When we take V = W , the bigrading of V+ ⊠W+ induces a weight grading of V+ ⊠ V+: for
a finite set S, we have V+ ⊠ V+(S), which is isomorphic to⊕

ρ∈N∗

(K,L)∈X conn(S)

⊕
(RK1 ,R

K
2 )∈Yor,+

2 (Γ(K))

(RL1 ,R
L
2 )∈Y

or,+
2 (Γ(L))

|RK1 |+|RL1 |=ρ

⊗
α∈Γ(K)

QV
(RK1 ,R

K
2 )
(Kα)⊗

⊗
β∈Γ(L)

QV
(RL1 ,R

L
2 )
(Lβ)

∼= I⊠(S)⊕ V (S)⊗
⊗
S

I⊠(∗)⊕
⊗
S

I⊠(∗)⊗ V (S)︸ ︷︷ ︸
=:(V+⊠V+)(1)V (S)

⊕
⊕

ρ∈N\{0,1}

⊕
(K,L)∈X conn(S)

⊕
((RK1 ,R

K
2 ),(RL1 ,R

L
2 ))∈ΞK,L

|RK1 |+|RL1 |=ρ

⊗
α∈RK1

V (Kα)⊗
⊗
β∈RL1

V (Lβ)

︸ ︷︷ ︸
=:(V+⊠V+)(ρ)V (S)

where ΞK,L is described in (5). More generally, the S-module Vn := (V+)
⊠n is weight-graded in

V ; for all finite set S, we have

Vn(S)
def
:= (V+)

⊠n(S) ∼=
⊕
ρ∈N

⊕
(J1,...,Jn)∈Yn(S)
Kn−1
S (J1,...,Jn)=S(

(RJ
i

1 ,RJ
i

2 )
)
i

∈
∏
i∈[[1,n]] Y

or,+
2 (Γ(Ji))∑n

i=1 |RJ
i

1 |=ρ

⊗
α∈Γ(J1)

QV

(RJ
1

1 ,RJ
1

2 )
(J1
α)⊗ . . .⊗

⊗
α∈Γ(Jn)

QV
(RJ

n
1 ,RJ

n
2 )

(Jnα)

and, if we note by V (ρ)V
n the following:⊕

l∈[[1,n]]
{r1,...,rl}⊂[[1,n]]
r1<r2<...<rl

(Jr1 ,...,Jrl )∈Ys(S)
Kl−1
S (Jr1 ,...,Jrl )=S

⊕
((RJ

r1
1 ,RJ

r1
2 ),...,(RJ

rl
1 ,RJ

rl
2 ))

∈Ξ(Jr1 ,...,Jrl )∑
i∈{r1,...,rl}

|RJi1 |=ρ

⊗
α∈RJr11

V (Jr1α )⊗ . . .⊗
⊗

α∈RJ
rl

1

V (Jrlα )

where the set Ξ(J1,...,Jn) is the following{ (
(RJ

1

1 , RJ
1

2 ), . . . , (RJ
n

1 , RJ
n

2 )
)

∈
∏
i∈[[1,n]]

(
Yor
2 (Γ(J i)) ∪ (Γ(J i),∅)

) ∣∣∣∀i ∈ [[1, n]],∀β ∈ RJi2 , |J iβ| = 1

}
,

then we have
Vn(S) ∼= I⊠(S)⊕ V (ρ)V

n .

The isomorphisms λV : I⊠ ⊠ V → and ρV : V ⊠ I⊠ → V preserve the grading because
V ⊠ I⊠ = (V ⊠ I⊠)

(1)V , and preserve all the constructions which are in the construction of Ṽn
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(cf. Section 5.2), then the grading of Vn carries on Ṽn. Also, the injection Ṽn ↪→ Ṽn+1 preserves
the weight-grading, so, finally, the free monoid F (V ) is weight-graded by the number of copies
of V .

Proposition A.6 (First description of the free protoperad F (V )). Let S be a finite set and V
be a reduced S-module. We have the isomorphism:

F (V )(S)∼=I⊠(S)⊕
⊕
n∈N∗

⊕
(J1,...,Jn)∈Yn(S)
Kn−1
S (J1,...,Jn)=S

⊕
Ξ̃(J1,...,Jn)

⊗
α∈RJ11

V (J1
α)⊗ . . .⊗

⊗
α∈RJn1

V (Jnα),

where

Ξ̃(J1,...,Jn) :=


(
(RJ

1

1 ,RJ
1

2 ),...,(RJ
n

1 ,RJ
n

2 )
)

∈
∏
i∈[[1,n]]

(
Yor
2 (Γ(Ji))∪(Γ(Ji),∅)

)
∣∣∣∣∣∣∣

∀i∈[[1,n−1]],∀β∈RJi+1

1 ,

Ji+1
β ∩

∐
α∈RJi1

Jiα ̸=∅

∀i∈[[1,n]],∀β∈RJi2 ,|Jiβ |=1

 . (6)

Moreover, the free protoperad is weight-graded:

F (V ) ∼=
⊕
ρ∈N

F (ρ)(V )

with F (0)(V ) = I⊠(V ) and, for all integers ρ in N∗, the ρ-weighted part F (ρ)(V )(S) is isomorphic
to: ⊕

n∈N∗

⊕
(J1,...,Jn)∈Yn(S)
Kn−1
S (J1,...,Jn)=S

⊕
Ξ̃(J1,...,Jn)∑n
i=1 |RJ

i

1 |=ρ

⊗
α∈RJ11

V (J1
α)⊗ . . .⊗

⊗
α∈RJn1

V (Jnα).

Proof. This isomorphism corresponds to the choice of a representative for the quotient Vn ↠ Ṽn,
as we will see below. We define the morphism τV : V → V2 as the following composition:

V
λ−1
V +ρ−1

V

//

=:τ

,,
I⊠ ⊠ V ⊕ V ⊠ I⊠

η⊠iV −iV ⊠η
// (I⊠ ⊕ V )⊠ (I⊠ ⊕ V ) =: V2

with η : I⊠ ↪→ I⊠⊕ V , which appears in the definition of RA,B for all reduced S-modules A and
B: the S-module RA,B is defined as the image of the composition:

A⊠ (V ⊕ V2)⊠B A⊠ (V ⊕ V2)⊠B A⊠ V2 ⊠B
=:ιA,B A⊠(τ+idV2 )⊠B .

We also define the S-module Ṽn as the cokernel of the morphism

n−2⊕
i=0

RVi,Vn−i−2 −→ Vn.

The quotient Ṽn corresponds to the identification of the images of morphisms
(
idVi ⊠ η ⊠ iV ⊠

idVn−i−2

)
◦ ιVi,Vn−i−2 and

(
idVi ⊠ iV ⊠ η⊠ idVn−i−2

)
◦ ιVi,Vn−i−2 , for all i ∈ [[1, n]], in Vn. We choose

to identify each class of Ṽn with an element of the image of Σi∈[[0,n−2]]

(
idVi ⊠ η⊠ iV ⊠ idVn−i−2

)
◦

ιVi,Vn−i−2 . Then, for all finite sets S, we have

Ṽn(S) ∼=
⊕

h∈[[1,n]]

⊕
(J1,...,Jh)∈Yh(S)
Kh−1
S (J1,...,Jh)=S

⊕
Ξ̃
(J1,...,Jh)

⊗
α∈RJ11

V (J1
α)⊗ . . .⊗

⊗
α∈RJh1

V (Jhα)⊗
⊗
S

I(∗)⊗ . . .⊗
⊗
S

I(∗)︸ ︷︷ ︸
n−h terms

,



308 Leray, Higher Structures 6(1):256–310, 2022.

where Ξ̃(J1,...,Jh) is defined in (6). Then, for all integers n > 1, we have

Ṽn(S) ∼= Ṽn−1(S)⊕
⊕

(J1,...,Jn)∈Yn(S)
Kn−1
S (J1,...,Jn)=S

⊕
Ξ̃(J1,...,Jn)

⊗
α∈RJ11

V (J1
α)⊗ . . .⊗

⊗
α∈RJn1

V (Jnα),

which exactly describes the injections Ṽn−1 ↪→ Ṽn.

A.2 Proof of Theorem 5.14 By Proposition A.6, for all ρ in N∗, we have the isomorphism

F (ρ)(V )(S) ∼=
⊕
n∈N∗

⊕
(J1,...,Jn)∈Yn(S)
Kn−1
S (J1,...,Jn)=S

⊕
Ξ̃(J1,...,Jn)∑n
i=1 |RJ

i

1 |=ρ

⊗
α∈RJ11

V (J1
α)⊗ . . .⊗

⊗
α∈RJn1

V (Jnα) .

Let (J1, . . . , Jn) in Yn(S) such that Kn−1
S (J1, . . . , Jn) = S and Ξ̃(J1,...,Jn) ̸= ∅; we associate to

(J1, . . . , Jn) the wall W in Wconn
ρ (S) with sets

{
J i
αi
⊂ S | i ∈ [[1, n]], αi ∈ RJi1

}
and the partial

order induced by the relations J iα < J jβ if J iα ∩ J
j
β ̸= ∅, α ∈ RJi1 , β ∈ RJj1 and i < j. So we have

the following morphism of Aut(S)-modules:

Φ : F ρ(V )(S) −→
⊕

({Wα}α∈A,⩽)
∈Wconn

ρ (S)

⊗
α∈A

V (Wα).

Conversely, to a connected wall W =
(
{Wα | α ∈ A},⩽

)
with ρ bricks, i.e. W is in Wconn

ρ (S),
with maxα∈A

(
h(Wα)

)
= n (where h :W → N∪{∞} is the height in the posetW , see Section 1.1),

we associate an element (J1, . . . , Jn) ∈ Yn(S) such that Ξ̃(J1,...,Jn) ̸= ∅ as follows. We construct
partitions J i as the sets {Wαi ∈ W | h(Wα) = i}, extended to a partition by singletons: so we
have

J i :=
{
Wαi ∈W | h(Wα) = i

}
⨿
{
{s}

∣∣ s /∈ ⨿
αi
Wαi

}
=
{
J iβ | β ∈ B = Γ(J i)

}
and the decomposition (RJ

i

1 , R
Ji
2 ) ∈ Yor

2 (Γ(J i)) ∪ (Γ(J i),∅) is given by the definition of J i :

β ∈

{
RJ

i

1 if J iβ ∈
{
Wαi ∈W | h(Wα) = i

}
,

RJ
i

2 otherwise.

The connectedness of the wall W implies that the element (J1, . . . , Jn) also satisfies the property
of connectedness

Kn−1
S (J1, . . . , Jn) = S.

Finally, we have the following morphism of Aut(S)-modules :

Ψ :
⊕

({Wα}α∈A,⩽)
∈Wconn

ρ (S)

⊗
α∈A

V (Wα) −→ F ρ(V )(S)

which satisfies Φ ◦Ψ = id and Ψ ◦ Φ = id.
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