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Abstract

We develop a ready-to-use comprehensive theory for (super) 2-vector bundles over smooth man-
ifolds. It is based on the bicategory of (super) algebras, bimodules, and intertwiners as a model
for 2-vector spaces. We discuss symmetric monoidal structures and the corresponding notions of
dualizability, and we derive a classification in terms of Cech cohomology with values in a crossed
module. One important feature of our 2-vector bundles is that they contain bundle gerbes as
well as ordinary algebra bundles as full sub-bicategories, and hence provide a unifying frame-
work for these so far distinct objects. We provide several examples of isomorphisms between
bundle gerbes and algebra bundles, coming from representation theory, twisted K-theory, and
spin geometry.
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1. Introduction

In this paper, we develop a theory of 2-vector bundles. Just as a vector bundle over a manifold X
is a collection of vector spaces (the fibres), together with information on how these fit together to
a bundle structure, a 2-vector bundle will be a geometric object whose fibres are 2-vector spaces.
Here, a 2-vector space is an object of a delooping bicategory of the category of vector spaces, i.e.,
a symmetric monoidal bicategory such that the endomorphism category of the monoidal unit is
equivalent to a vector space category.

In this paper, we choose a certain bicategory of finite-dimensional algebras, finite-dimensional
bimodules and intertwiners over k = R or C, which we denote by 2Vectk. In fact, we work
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throughout with a larger bicategory s2Vectk of super 2-vector spaces, where algebras and bi-
modules are Z2-graded and all intertwiners are grading preserving; this is crucial for several
applications. The idea to consider algebras as 2-vector spaces was brought up by Schreiber in
discussions at the n-Category Café [27, 28], also see [29, §A] and [31, §4.4] for early references
advocating this point of view. There are many other possible (mostly “smaller”) choices, see the
Appendix of [4] for a “bestiary of 2-vector spaces”; e.g., Kapranov-Voevodsky 2-vector spaces
[15]. Another round of examples comes from various flavors of linear categories. In particular, in
the context of TQFTs, a frequently used model for 2-vector spaces are linear finitely semisimple
abelian categories. Our reason to use the algebra/bimodule model of 2-vector spaces is that it is,
for the most part, straightforward to turn algebras and bimodules into bundles. Another reason
is that many of the examples we have in mind are of this form.

In our previous article [13] we have described how to turn (finite-dimensional) algebras and
bimodules into algebra bundles and bimodule bundles over smooth manifolds, in such a way
that a bicategory sAlgBdlbik (X) is obtained. The composition in sAlgBdlbik (X) is the relative
tensor product of bimodule bundles over an algebra bundle. The well-definedness of such a tensor
product does not come for free and depends crucially on the admitted class of bimodules and
the conditions one imposes for their local triviality. Our article [13] describes and solves these
issues. In [13] and in the present work, we stick to finite-dimensional algebras and bimodules;
in our subsequent article [14] we also consider versions with von Neumann algebras.

The bicategory sAlgBdlbik (X) of algebra bundles is a preliminary version of 2-vector bundles.
It is preliminary because algebra bundles do not satisfy bicategorical descent – one cannot glue
locally defined algebra bundles along invertible bimodule bundles to again obtain an algebra
bundle. Another way to say this is that algebra bundles – though locally trivial as bundles
– are not locally trivial in the correct bicategorical sense, i.e., as 2-vector bundles. In more
precise terms, we have shown in [13] that the presheaf of bicategories sAlgBdlbik , which assigns
to each smooth manifold X the bicategory sAlgBdlbik (X), is only a pre-2-stack, but not a 2-
stack. However, every pre-2-stack can be 2-stackified using the plus construction of Nikolaus and
Schweigert [21], and this is precisely our definition (Definition 2.18) of super 2-vector bundles:

s2VBdlk := (sAlgBdlbik )
+.

In particular, our super 2-vector bundles then form a 2-stack, i.e., they do satisfy descent and
are locally trivial as 2-vector bundles.

Concretely, a super 2-vector bundle V on a manifold X consists of the following data: a
surjective submersion Y → X, a super algebra bundle A over Y ; a bundle M of invertible
pr∗1A-pr∗2A-bimodules over Y [2]; and an invertible even intertwiner

µ : pr∗23M⊗pr∗2 A pr∗12M → pr∗13M

over Y [3], which satisfies a coherence condition over Y [4]. Here, Y [k] denotes the k-fold fibre
product of Y with itself over X, which comes with projection maps pri1,...,ik : Y [l] → Y [k].
Schematically, we depict a super 2-vector bundle as

V =



A

��

M

��

µ coherence

Y
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Y [2]

pr2
oo

pr1oo Y [3]
oo

oo
oo Y [4]

oo

oo
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X


. (1)
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We think of the surjective submersion Y → X in terms of a generalized open cover of X: any
open cover (Ui)i∈I of X gives rise to a surjective submersion Y =

∐
i∈I Ui → X (in fact, a local

diffeomorphism); yet, allowing general surjective submersions is often convenient in practice. We
emphasize that every super 2-vector bundle has its individual surjective submersion Y → X, and
that in general it cannot be assumed to be trivial (i.e., Y = X).

The isomorphism class of the typical fibre of the algebra bundle A in (1) is not an invariant
under isomorphisms of super 2-vector bundles. However, it turns out that its Morita class is an
invariant, which we call the Morita class of the super 2-vector bundle V; it is the higher analog
of the rank of an ordinary vector bundle.

For each manifoldX, we obtain a bicategory s2VBdlk(X) of super 2-vector bundles onX, and
one may ask for a classification, i.e., a description of the set of isomorphism classes. In this article,
we classify super 2-vector bundles of fixed Morita class A in terms of the first Čech cohomology
with values in the automorphism 2-group Aut(A) of A. As a Lie 2-group, the automorphism
2-group Aut(A) can be presented by a smooth crossed module A×

0
↶→ Aut(A), where A×

0 , the
group of even units in A, includes into Aut(A) as inner automorphisms, and Aut(A) acts on A×

0

in the standard way. Precisely, our classification result is the following; see Theorem 4.5 in the
main text.

Theorem 1.1. Let A be a Picard-surjective super algebra. Then, there is a canonical bijection

h0
(
A-s2VBdl(X)

) ∼= Ȟ1(X,Aut(A)),

i.e., super 2-vector bundles over X of Morita class A are classified by the Čech cohomology of X
with values in Aut(A).

Here, h0 denotes the set of isomorphism classes of objects in a bicategory. Moreover, we say
that a super algebra A is Picard-surjective if the natural map Aut(A) → Pic(A) is surjective.
We proved in [13, Prop. A2] that every super algebra is Morita equivalent to a Picard-surjective
one; hence, our classification result in fact applies to all 2-vector bundles.

Though there is a well-defined tensor product between arbitrary 2-vector bundles, the bi-
category s2VBdlk(X) is in general not monoidal. The problem lies already in the bicategory
sAlgBdlbik (X) and has been observed and discussed in [13]. It is rooted in the fact that the well-
definedness of the relative tensor product between bimodule bundles (the composition) requires
a condition (“implementing”) that is not preserved under the exterior tensor product of bimodule
bundles (the monoidal structure). In [13], we suggest two options to solve this problem. Either,
one can take the underlying sub-bigroupoid Grpd(s2VBdlk(X)); this circumvents the problem
because invertible bimodule bundles are automatically implementing. Or, one can consider the
full sub-bicategory ss-s2VBdlk(X) over all semisimple super 2-vector bundles; i.e., ones whose
super algebra bundle A has semisimple fibres; here, the problem does not arise as bimodule
bundles between semisimple super algebras are automatically implementing.

The invertible objects in both symmetric monoidal bicategories (i.e., the objects with tensor
inverses) provide a unified picture: we show that in both cases a super 2-vector bundle is invertible
if and only if its Morita class is a central simple super algebra (Proposition 3.27). Invertible
super 2-vector bundles will also be called super 2-line bundles; these form a symmetric monoidal
bicategory denoted s2LBdlk(X). Our classification specializes to the following; see Theorem 4.14
in the main text.

Corollary 1.2. For any smooth manifold X, there is a canonical group isomorphism

h0(s2LBdlk(X)) ∼= H0(X,BWk)×H1(X,Z2)× Ȟ2(X, k×).



2-vector bundles 39

Here BWk is the Brauer-Wall group for the field k = R or C, and the first factor on the right
hand side specifies the Morita class of the super 2-line bundle on each connected component.
This result was previously obtained by Mertsch in his PhD thesis [19] by a direct computation,
whereas we compute the Čech cohomology group Ȟ1(X,Aut(A)) in case of a central simple super
algebra and then deduce the result from Theorem 1.1.

We also study weaker notions of invertibility in symmetric monoidal bicategories, most im-
portantly full dualizability. While in the bigroupoid Grpd(s2VBdlk(X)) dualizability, full du-
alizability, and invertibility are the same, we show (Proposition 3.27) that in ss-s2VBdlk(X)

all objects, i.e., all semisimple super 2-vector bundles are fully dualizable. In this sense, full
dualizability corresponds to semisimplicity, just as it is the case for 2-vector spaces [4].

An important feature of our framework is that both super algebra bundles and (super) bundle
gerbes give rise to super 2-vector bundles. This can be seen directly using the above description
in (1): for an algebra bundle A on X, one just takes Y = X and M = A to get a 2-vector
bundle, while for a bundle gerbe over k with surjective submersion Y → X, one just takes
A = k, the trivial algebra bundle over Y with typical fibre k. In particular, super 2-vector
bundles provide a framework in which isomorphisms between super algebra bundles and bundle
gerbes can be discussed. Thus, questions like “When is a bundle gerbe a bundle of algebras?”
(see [23]) obtain a well-defined meaning (and answer: if and only if its Dixmier-Douady class is
torsion, see Corollary 4.19). Throughout this paper, we provide a variety of results about the
correlation between super 2-line bundles, super algebra bundles, and super bundle gerbes; see
Sections 3.2, 3.3 and 4.4. Figure 1 shows schematically a summary of these results.

A geometric example of the situation that a bundle gerbe is isomorphic to an algebra bundle
is the following: an oriented Riemannian manifold Xd canonically carries the spin lifting gerbe
G
Spind
SOd

, which is a real line bundle gerbe. This bundle gerbe is trivial if and only if X admits a
spin structure, and a trivialization is precisely a choice of spin structure. On the other hand, one
can apply the Clifford algebra construction to the tangent bundle, which yields a bundle Cl(TX)

of real super algebras over X. Both the spin lifting gerbe and the Clifford algebra bundle give
rise to 2-vector bundles, and they may be compared as such. In fact, we prove that

G
Spind
SOd

∼= Cl(TX)⊗ Cl−d

as 2-vector bundles, where an isomorphism is provided by the twisted spinor bundle. We derive
this from a general statement (Theorem 5.6) about lifting gerbes and representations, and also
prove some variations concerning complex scalars and non-oriented manifolds.

We remark that precursors to our super 2-vector bundles have appeared in several places,
but the presentation as the 2-stackification of a presheaf of bicategories (together with the conse-
quential fact that they form a 2-stack) is new in the present paper. For example, in [24], Pennig
defines “Morita bundle gerbes” with respect to a unital C∗-algebra A. If A is finite-dimensional,
this essentially reduces to our (ungraded) complex 2-vector bundles of Morita class A. Pennig
does not define a bicategory (let alone a 2-stack) but only considers stable equivalence classes. He
also classifies Morita bundle gerbes by the Čech cohomology with coefficients in a C∗-algebraic
version of the 2-group Aut(A), and our classification theory was strongly motivated by Pennig’s
ideas and results. It is worth pointing out that, in spite of the similarities to Pennig’s approach,
our methods are more conceptual as we use the modern 2-stack-theoretical framework. Moreover,
we go a bit further, for instance, with the discussion of the tensor product of algebras under this
classification.
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2-vector bundles

algebra bundles bundle gerbes

2-line bundles

semisimple
2-vector bundles

Figure 1: A Venn diagram relating various sorts of 2-vector bundles and
bundle gerbes. The intersection between algebra bundles and bundle ger-
bes consists of those algebra bundles whose fibres are Morita equivalent
to the ground field, and at the same time of all bundle gerbes whose
Dixmier-Douady class is torsion. The intersection between algebra bun-
dles and 2-line bundles consists of all algebra bundles whose fibres are
central and simple.

In [8] Ershov adapts Pennig’s definition to a finite-dimensional setting. Ershov’s Morita
bundle gerbes coincide with our ungraded complex 2-line bundles of Morita class C, see (3)
for further comparison. In his lecture notes [10] Freed sketches the definition of a 2-category
of invertible algebra bundles over topological groupoids G, which coincides with (a continuous
version of) our notion of super 2-line bundles if G is the groupoid obtained from a cover Y →
X, i.e., where G0 = Y and G1 = Y [2]. Freed then obtains a classification result similar to
Corollary 1.2, using homotopy-theoretical methods. Finally, in [3] Baas, Dundas, and Rognes
propose a definition of a “charted 2-vector bundle” based on a category of 2-vector spaces that
is equivalent to Kapranov-Voevodsky 2-vector spaces. In [21] Nikolaus and Schweigert recast
charted 2-vector bundles in term of 2-stackification, showing that charted 2-vector bundles form
a 2-stack. Nonetheless, we do not see any direct relation between these charted 2-vector bundles
and our 2-vector bundles, and their framework does not seem to capture the geometric examples
we have in mind.

2. 2-vector bundles

The goal of this section is to introduce the 2-stack of 2-vector bundles in several flavours (e.g.,
real/complex, ungraded/graded). We explain first what our models for 2-vector spaces are, and
then turn these into bundles over manifolds. This results in a variety of pre-2-stacks which may
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be viewed as “preliminary 2-vector bundles”. We then apply the 2-stackification procedure of
Nikolaus-Schweigert [21] to construct 2-stacks of 2-vector bundles of various flavours.

2.1 The bicategory of 2-vector spaces In order to define 2-vector bundles, one first has to
settle on a good notion of 2-vector spaces. In general, 2-vector spaces should form a symmetric
monoidal bicategory V such that the monoidal category EndV(1) of endomorphisms of the mo-
noidal unit 1 is isomorphic to some category of vector spaces (e.g., finite-dimensional ones) over
a field k. We describe in this section our choice of a sub-bicategory s2Vectk of the symmetric
monoidal bicategory sAlgbik of finite-dimensional super algebras over k, where k is either R or C.
We start by recalling the basics of the bicategory sAlgbik .

The objects of sAlgbik are monoid objects in the symmetric monoidal category sVectk of finite-
dimensional super vector spaces; in more detail, these are finite-dimensional, Z2-graded, unital,
associative algebras A over k (in short: super algebras). We will use the notation A = A0 ⊕ A1

to denote the graded components. If A and B are super algebras, then the 1-morphisms A→ B

in sAlgbik are Z2-graded, finitely generated B-A-bimodules (we will just say bimodules). The
2-morphisms are bimodule intertwiners, and are always required to be parity-preserving.

If M : B → A and N : C → B are 1-morphisms (i.e., M is a A-B-bimodule and N is a
B-C-bimodule), then the composition in sAlgbik is the relative tensor product M ⊗B N over B,
which gives a A-C-bimodule and hence a 1-morphism C → A. The reason that 1-morphisms
from B to A are taken to be A-B-bimodules (as opposed to B-A-bimodules), is that we then have
M ◦N =M ⊗BN for the composition of 1-morphisms in our 2-category; consequently we do not
have to distinguish between the symbols ◦ and ⊗. The identity bimodule of a super algebra A is
A, considered as an A-A-bimodule in the obvious way. An A-B-bimodule M is invertible if there
exists a B-A-bimodule N such that M ⊗B N ∼= A and N ⊗A M ∼= B. Two super algebras A,
B are isomorphic in the bicategory sAlgbik if and only if there exists an invertible A-B-bimodule
M ; this relation is usually called Morita equivalence.

Remark 2.1. The bicategory Algbik of (non-super) algebras, (non-super) bimodules and inter-
twiners forms a (non-full) sub-bicategory, by declaring algebras and bimodules to be purely even.
That way, the ungraded situation is included in our discussion.

We recall that to any A-B-bimodule M one can associate another A-B-bimodule ΠM with
the graded components swapped, see [13, §2.1]. We also recall the usual way of twisting bimodules
by super algebra homomorphisms (i.e., even algebra homomorphisms). Given a super algebra
homomorphism ϕ : A′ → A and an A-B-bimodule M , there is an A′-B bimodule ϕM with
underlying vector space M , the right B-action as before and the left A′-action induced along
ϕ. Further, if ψ : B′ → B is another super algebra homomorphism, then we obtain a A-B′-
bimodule Mψ in a similar way. Both twistings can be performed simultaneously, resulting in an
A′-B′-bimodule ϕMψ. If N is another A′-B′-bimodule, then an intertwiner u : N → ϕMψ is the
same as an intertwiner along ϕ and ψ, i.e., an even linear map satisfying

u(a ▷ n ◁ b) = ϕ(a) ▷ u(n) ◁ ψ(b), n ∈ N, a ∈ A′, b ∈ B′. (2)

We refer to [13, Lem. 2.1.3] for a summary of further properties of this construction.
For any super algebra A, one may consider the Picard group, Pic(A). By definition, its

elements are the isomorphism classes of invertible A-A-bimodules, and its group multiplication
is given by the relative tensor product over A. If ϕ ∈ Aut(A), then the bimodule Aϕ is invertible.
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Moreover, Aϕ ⊗A Aψ ∼= Aϕ◦ψ. Thus, the assignment ϕ 7→ Aϕ induces a group homomorphism

Aut(A) → Pic(A). (3)

A super algebra is called Picard-surjective, if every invertible A-A-bimodule M is isomorphic to
one of the form Aϕ for some ϕ ∈ Aut(A). In other words, the map (3) is surjective.

As working with bicategories can be involved due to non-strictness, it is often convenient
– when possible – to reduce to a one-categorical context. This leads to the notion of a framed
bicategory : a bicategory B together with a category C with the same objects and a functor C → B

such that (a) it is the identity on the level of objects and (b) the image of every morphism of C has
a right adjoint in B. Assigning to a super algebra homomorphism φ : A→ B the B-A-bimodule
Bφ establishes such a framing

sAlgk → sAlgbik (4)

for the bicategory of super algebras; see [13, Lem. 2.1.6] for a more detailed discussion.
Another important feature of the bicategory sAlgbik is that it is symmetric monoidal in the

sense of Schommer-Pries [30, Definition 2.3]. The monoidal structure is the graded tensor product
of super algebras, respectively, the exterior graded tensor product on bimodules over k. The
tensor unit is the field k, considered as a trivially graded super algebra, 1 := k. This way, we
obtain EndsAlgbik

(1) ∼= sVectk as symmetric monoidal categories, which qualifies the bicategory
sAlgbik as a bicategory of 2-vector spaces.

Remark 2.2. One can show that every super algebra A is dualizable with respect to the sym-
metric monoidal structure of sAlgbik . Furthermore, a super algebra is fully dualizable if and only
if it is semisimple (equivalently, separable), see [4]. Finally, it is well-known that a super algebra
is invertible if it is central and simple. The group of isomorphism classes of invertible objects in
sAlgbik is called the Brauer-Wall group of k. It is well known that BWR = Z8 and BWC = Z2,
and that representatives are the real and complex Clifford algebras, Cln (n = 0, ..., 7) and Cln
(n = 0, 1), respectively.

The passage from algebras to algebra bundles is straightforward, whereas the passage from
bimodules to bimodule bundles needs extra care, see Section 2.2. The crucial point is to achieve
a well-defined relative tensor product of bimodule bundles over an algebra bundle. A locally
trivial vector bundle structure on the fibrewise relative tensor product does not come for free
and requires some control of the bimodule actions. This leads us to the definition of the sub-
bicategory sVectk ⊆ sAlgbik , which will be our choice of 2-vector spaces, and which we explain
next.

We associate to any A-B-bimodule M the group I(M) of triples (ϕ, u, ψ) consisting of super
algebra automorphisms ϕ ∈ Aut(A) and ψ ∈ Aut(B) and of an invertible (even) intertwiner u
along ϕ and ψ, i.e., u satisfies the relation (2). It is straightforward to show [13, §3.1] that I(M)

is a Lie subgroup of Aut(A)×GL(M)×Aut(B). We call I(M) the group of implementers, due
to the fact that if (ϕ, u, ψ) ∈ I(M), then u implements the automorphisms ϕ and ψ, in the sense
that

ϕ(a) ▷ m = u−1(a ▷ u(m)), m ◁ ψ(b) = u−1(u(m) ◁ b), a ∈ A, m ∈M, b ∈ B. (5)

We will next consider the projection maps

pℓ : I(M) → Aut(A) and pr : I(M) → Aut(B), (6)
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which are smooth group homomorphisms. The following definition has been introduced in [13,
Def. 3.1.3].

Definition 2.3 (Implementing modules). Let A and B be super algebras and let M be an
A-B-bimodule. Then, M is called implementing if the maps pℓ and pr are open.

We refer to [13, §3.1] for some remarks concerning this definition. Moreover, we infer from
[13] the following results.

Proposition 2.4.
(i) For any automorphisms ϕ, ψ ∈ Aut(A), the bimodule ψAϕ is implementing.
(ii) Every invertible bimodule is implementing.
(iii) Every bimodule over semisimple algebras is implementing.
(iv) The relative tensor product of implementing bimodules is implementing.

For examples of non-implementing bimodules, we refer again to [13]. In particular, if ϕ, ψ :

A → B are (non-invertible) super algebra homomorphisms, it happens that the bimodule ψBϕ

is not implementing.
Due to (iv) we are in position to define a sub-bicategory

s2Vectk ⊆ sAlgbik

with the same objects (super algebras) but only the implementing bimodules as 1-morphisms
(and all intertwiners between those as 2-morphisms). By (ii), both bicategories have the same
set of isomorphism classes of objects. In other words, two algebras are Morita equivalent if
and only if they are isomorphic in any of these bicategories. Moreover, by (iii), we still have
Ends2Vectk(1)

∼= sVectk, so that s2Vectk is a valid choice of a bicategory of super 2-vector spaces.
One of the fundamental insights of our paper [13] was that in the context of algebra bundles, it
is the smaller bicategory s2Vectk which succeeds as a model for 2-vector spaces in relation with
2-vector bundles; this is the topic of the next subsection.

Before we proceed, we note that the framing sAlgk → sAlgbik of Eq. (4) does not co-restrict
to the sub-bicategory s2Vectk, because the bimodule Bφ is not necessarily implementing for all
algebra homomorphisms φ : A → B. One way to restore this is to restrict to the groupoid
Grpd(sAlgk) of super algebras and super algebra isomorphisms. Then, by (i), we obtain a new
framing

Grpd(sAlgk) → s2Vectk. (7)

Another option is to restrict to semisimple super algebras, i.e., to the full subcategory ss-sAlgk ⊆
sAlgk and to the full sub-bicategory ss-s2Vectk ⊆ s2Vectk over all semisimple super algebras.
Then, by (iii) we obtain a framing

ss-sAlgk → ss-s2Vectk. (8)

Similarly, we note that the symmetric monoidal structure on sAlgbik does not restrict to
s2Vectk, because the exterior tensor product of implementing bimodules need not be implement-
ing [13, Ex. 3.1.5 (4)]. However, the symmetric monoidal structure restricts (by (ii)) to the
sub-bigroupoid Grpd(s2Vectk) and (by (iii)) to the sub-bicategory ss-s2Vectk, so that both of
these bicategories are framed symmetric monoidal bicategories.
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2.2 Algebra bundles and bimodule bundles We will now set up a bundle version of our
bicategory s2Vectk of super 2-vector spaces over smooth manifolds, which will be a preliminary,
yet incomplete, version of 2-vector bundles. The larger bicategory sAlgbik does not admit such a
bundle version as the relative tensor product of perfectly fine but non-implementing bimodule
bundles does in general not admit a locally trivial vector bundle structure.

Let X be a smooth manifold. The definition of super algebra bundles is standard, and the
definition of bimodule bundles is taken from [13, §4.1].

Definition 2.5 (Super algebra bundle). A super algebra bundle over X is a smooth vector
bundle π : A → X, with the structure of a super algebra on each fibre Ax, x ∈ X, such that
each point in X has an open neighborhood U ⊆ X for which there exists a super algebra A

and a diffeomorphism ϕ : A|U → U × A that preserves fibres and restricts to a super algebra
isomorphism ϕx : Ax → A in each fibre over x ∈ U . A morphism between two super algebra
bundles is a vector bundle morphism that is a grading-preserving algebra homomorphism in each
fibre. Super algebra bundles over X and homomorphisms form a category sAlgBdlk(X).

Remark 2.6.
(1) As defined, super algebra bundles do not necessarily have a single typical fibre, in the

sense that the super algebras A of all local trivializations could be chosen to be the same.
However, a straightforward argument shows that the restriction of a super algebra bundle
to a connected component of X does have a single typical fibre.

(2) A trivial super algebra bundle A over X is given by a family {Ai}i∈I of super algebras,
one for each connected component Xi ⊆ X, via A|Xi := Ai := Xi ×Ai, the trivial algebra
bundle with fibre Ai. Note that trivial super algebra bundles canonically pull back to
trivial ones.

Definition 2.7 (Bimodule bundle). Let A and B be super algebra bundles over X. An A-B-
bimodule bundle is a super vector bundle M over X with the structure of an Ax-Bx-bimodule in
each fibre Mx, such that each point x ∈ X has an open neighborhood U ⊆ X over which there
exist local trivializations ϕ : A|U → U × A and ψ : B|U → U × B (as super algebra bundles),
an A-B-bimodule M , and a local trivialization u : M|U → U ×M (as a vector bundle) that
is fibrewise an intertwiner along ϕ and ψ. If X can be covered by open sets supporting local
trivializations with the same A, B, and M , then we say that M has typical fibre the triple
(A,M,B). Morphisms between A-B-bimodule bundles are super vector bundle morphisms that
are even intertwiners in each fibre (they will again be called intertwiners). A-B-bimodule bundles
and their morphisms form a category sBimBdlA,B(X).

Example 2.8.
(1) Let ϕ : A → B be an isomorphism of super algebra bundles over X. Then, there is a

B-A-bimodule bundle Bϕ, which over a point x ∈ X has fibres (Bx)ϕx . Its typical fibre is
(B,Bφ, A), where A and B are typical fibres of A and B, respectively, and φ : A → B is
an arbitrary super algebra isomorphism, see [13, Ex. 4.1.5]. We remark that this does not
generalize to non-invertible super algebra bundle homomorphisms ϕ : A → B, see [13, Ex.
4.3.3 & 4.3.4].

(2) If A and B are trivial super algebra bundles over X, defined by families {Ai}i∈I and {Bi}i∈I
as in Remark 2.6, then a trivial A-B-bimodule bundle is given by a family {Mi, ϕi, ψi}i∈I
with Ai-Bi-bimodules Mi and smooth maps φi : Xi → Aut(Ai) and ψi : Xi → Aut(Bi),
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one for each connected component Xi ⊆ X, via M|Xi := ψi
Mi ϕi . Every bimodule bundle

is locally isomorphic to a trivial one.

For a deeper discussion of bimodule bundles we refer to [13, §4.1]. It turns out that there is
no relative tensor product of bimodule bundles as defined above (see Section 2.2, [13, §4.2]). We
proved in [13, Thm. 4.2.6] that the following additional constraint fixes this problem.

Definition 2.9 (Implementing bimodule bundle). Let A and B be super algebra bundles over
X. An A-B-bimodule bundle M is called implementing if all fibres Mx are implementing. Im-
plementing A-B-bimodule bundles and their morphisms form a full subcategory sBimBdlimp

A,B(X)

of sBimBdlA,B(X).

Let A, B, and C be super algebra bundles, let M be an implementing A-B-bimodule bundle
and N an implementing B-C-bimodule bundle. In [13, Prop. 4.2.3] we have constructed the
relative tensor product M ⊗B N , which is an implementing A-C-bimodule bundle. Thus, we
have a functor

sBimBdlimp
A,B(X)× sBimBdlimp

B,C (X) → sBimBdlimp
A,C(X). (9)

It is unproblematic to construct associators and unitors for this tensor product functor, turning
it into the composition of 1-morphisms in a bicategory whose objects are super algebra bundles.

Definition 2.10 (Bicategory of super algebra bundles). The bicategory of super algebra bundles
over X, denoted sAlgBdlbik (X), has objects super algebra bundles over X, 1-morphisms imple-
menting bimodule bundles over X, and 2-morphisms even intertwiners. The composition is given
by the relative tensor product (9).

Super algebra bundles are a preliminary version of super 2-vector bundles: they (only) form
a pre-2-stack [13, Prop. 4.5.1], while the true super 2-vector bundles that we define in Section 2.3
form a 2-stack (Theorem 2.19).

We recall from Section 2.1 that the bicategory s2Vectk has two interesting sub-bicategories,
the sub-bicategory Grpd(s2Vectk) and the full sub-bicategory ss-s2Vectk over all semisimple
super algebras. They are symmetric monoidal and come with (symmetric monoidal) framings

Grpd(sAlgk) → Grpd(s2Vectk) and ss-sAlgk → ss-s2Vectk

discussed in Eqs. (7) and (8). We recall that s2Vectk itself is not symmetric monoidal, and also
not framed by sAlgk.

This picture passes without changes from super 2-vector spaces to the bicategory of super
algebra bundles. In the first case, we define the sub-bicategory

Grpd(sAlgBdlbik (X)) ⊆ sAlgBdlbik (X)

containing only the invertible bimodule bundles (note that by [13, Lem. 4.2.8], “invertible” is
equivalent to “fibrewise invertible”) and the invertible intertwiners. Then, Example 2.8 furnishes
a functor

Grpd(sAlgBdlk(X)) → Grpd(sAlgBdlbik (X)) (10)

which is indeed a framing and symmetric monoidal [13, Lem. 4.3.1]. For semisimple algebras, we
first define the full sub-category ss-sAlgBdlk(X) ⊆ sAlgBdlk(X) over all super algebra bundles
with semisimple fibres, and similarly, the full sub-bicategory ss-sAlgBdlbik (X) ⊆ sAlgBdlbik (X).
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If φ : A → B is a homomorphism of semisimple super algebra bundles, then by [13, Prop. 4.3.5],
we obtain a well-defined A-B-bimodule bundle Bφ, and hence, a functor

ss-sAlgBdlk(X) → ss-sAlgBdlbik (X). (11)

By [13, Cor. 4.3.6], this is again a framing and symmetric monoidal. The following result is [13,
Cor. 4.4.4].

Proposition 2.11. The following table describes the dualizable, fully dualizable, and invertible
objects in both symmetric monoidal categories of preliminary super 2-vector bundles:

dualizable fully dualizable invertible
Grpd(sAlgBdlbik (X)) central simple central simple central simple
ss-sAlgBdlbik (X) all all central simple

Remark 2.12. Both symmetric monoidal bicategories Grpd(sAlgBdlbik (X)) and ss-sAlgBdlbik (X)

have a second symmetric monoidal structure given by the direct sum of algebra bundles, and the
exterior direct sum of bimodule bundles. The two monoidal structures are compatible with each
other in the sense of distributive laws, and form a commutative rig bicategory.

We denote by
cs-sAlgBdlbik (X) ⊆ ss-sAlgBdlbik (X)

the full sub-bicategory over all super algebra bundles with central simple fibres. It will turn out
to be a preliminary version of super 2-line bundles. Note that cs-sAlgBdlbik (X) is symmetric
monoidal with the induced tensor product. A result of Donovan-Karoubi [7, Theorems 6 and 11]
shows the following.

Theorem 2.13. There is a canonical bijection

h0(cs-sAlgBdlbik (X)) ∼= H0(X,BWk)×H1(X,Z2)× Tor(Ȟ2(X, k∗)),

where Ȟ2 denotes Čech cohomology, k∗ is the sheaf of smooth k∗-valued functions and the last
group is the torsion subgroup of Ȟ2(X, k∗). Moreover, this bijection becomes an isomorphism of
groups upon defining the group structure on the right hand side by

(α0, α1, α2) · (β0, β1, β2) := (α0 + β0, α1 + β1, (α1 ∪ β1) + α2 + β2). (12)

Remark 2.14.
(1) The cup product is viewed here as a map

H1(X,Z2)×H1(X,Z2) → H2(X,Z2) → Tor(Ȟ2(X, k∗))

with the second arrow induced by the inclusion Z2 → k∗ : x 7→ (−1)x.
(2) We have Tor(Ȟ2(X,C∗)) = Tor(H3(X,Z)) and Tor(Ȟ2(X,R∗)) = H2(X,Z2).

Example 2.15. Let V be a Riemannian vector bundle over X with typical fibre a Euclidean
vector space V , let Cl(V) be the associated bundle of Clifford algebras, and let Cl(V) :=

Cl(V) ⊗R C be its complexification. Both bundles, Cl(V) and Cl(V), are invertible by Proposi-
tion 2.11, and their classes under the classification of Theorem 2.13 are ([Cl(V )], w1(V), w2(V))
and ([Cl(V )], w1(V),W3(V)) respectively, where w1 and w2 are the Stiefel-Whitney classes and
W3 is the third integral Stiefel-Whitney class [7, Lemma 7].
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Remark 2.16. Ungraded algebra bundles are again treated as a special case of super algebra
bundles concentrated in even degrees. They form a bicategory AlgBdlbik (X). The subcategories
ssAlgBdlbik (X) and Grpd(AlgBdlbik (X)) are symmetric monoidal and framed by ssAlgBdlk(X)

and Grpd(AlgBdlk(X)), respectively. The invertible objects form a full sub-bicategory
csAlgBdlbik (X). The ungraded version of Theorem 2.13 was also proved by Donovan-Karoubi [7,
Theorems 3 and 8], and gives a group isomorphism

h0(csAlgBdlbik (X)) ∼= H0(X,Brk)× Tor(Ȟ2(X, k∗)),

with the direct product group structure on the right hand side. Here, Brk denotes the Brauer
group of the field k.

2.3 The 2-stack of 2-vector bundles One of the most important features any notion of
bundles should have, is that bundles can be glued together from locally defined pieces. In other
words, bundles satisfy descent, or form a stack. In a bicategorical setting, there is a corresponding
notion of a 2-stack. Super algebra bundles and bimodule bundles as in Definition 2.10 form a
pre-2-stack, but in general not a 2-stack. In this section, we will explain how to solve this issue.
For a general proper discussion of (pre-)2-stacks we refer to [21].

First of all, super algebra bundles and bimodule bundles can be pulled back along smooth
maps in a coherent fashion. This can be phrased by saying that the assignment

X 7→ sAlgBdlbik (X)

forms a presheaf of bicategories over the category of smooth manifolds. We will denote this
presheaf by sAlgBdlbik . It has two important sub-presheaves:

1. The sub-presheaf ss-sAlgBdlbik where only the semisimple super algebra bundles are admit-
ted. This is a presheaf of symmetric monoidal framed bicategories.

2. The further sub-presheaf cs-sAlgBdlbik , where only the central simple super algebra bundles
are admitted.

Further, we have corresponding versions of ungraded presheaves of bicategories.

Remark 2.17. To make the notion of bicategorical descent a bit more explicit, let us look for
the moment at the presheaf AlgBdlbiC of ungraded, complex algebra bundles, bimodule bundles,
and intertwiners. Consider an open cover {Uα}α of a smooth manifold X. Suppose a family
Aα of algebra bundles over Uα is given, together with invertible Aβ-Aα-bimodule bundles Mαβ

over Uα ∩Uβ , and invertible intertwiners µαβγ : Mβγ ⊗Aβ
Mαβ → Mαγ over Uα ∩Uβ ∩Uγ that

satisfy the obvious associativity condition over 4-fold intersections. For the presheaf AlgBdlbiC
to be a 2-stack, there must exist a globally defined algebra bundle A together with invertible
A|Uα-Aα-bimodule bundles Nα and invertible intertwiners

φαβ : Nβ ⊗Aβ
Mαβ −→ Nα

that are compatible with the isomorphisms µαβγ in an obvious way. However, this is not neces-
sarily the case (see Remark 4.17). Our current knowledge is the following:

• The presheaves cs-sAlgBdlbiR and csAlgBdlbiR are 2-stacks; this will be proved in Corol-
lary 4.16.

• The presheaves AlgBdlbiC , sAlgBdlbiC , csAlgBdlbiC , and cs-sAlgBdlbiC are not 2-stacks; this
will be proved in Remark 4.17.
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• Currently, we do not know whether or not the presheaves AlgBdlbiR and sAlgBdlbiR are
2-stacks.

To impose order on this chaos, we choose to 2-stackify all these pre-2-stacks, even those that
are 2-stacks already. In those cases where we already have a 2-stack, 2-stackification gives an
equivalent 2-stack with more objects, and it turns out that these additional objects are often
useful.

For the 2-stackification of presheaves F of bicategories we use the plus construction F 7→ F+

of Nikolaus-Schweigert [21].

Definition 2.18 (2-vector bundle). We define the following presheaves of bicategories of super
2-vector bundles:

• s2VBdlk := (sAlgBdlbik )
+ is the presheaf of super 2-vector bundles over k.

• ss-s2VBdlk := (ss-sAlgBdlbik )
+ is the presheaf of semisimple super 2-vector bundles over k.

• s2LBdlk := (cs-sAlgBdlbik )
+ is the presheaf of super 2-line bundles over k.

Additionally, we define the following presheaves of bicategories of (ungraded) 2-vector bundles:
• 2VBdlk := (AlgBdlbik )

+ is the presheaf of 2-vector bundles over k.
• ss-2VBdlk := (ssAlgBdlbik )

+ is the presheaf of semisimple 2-vector bundles over k.
• 2LBdlk := (csAlgBdlbik )

+ is the presheaf of 2-line bundles over k.

Below we spell out explicitly all details of the plus construction. Before that, we shall state
its main purpose.

Theorem 2.19. All presheaves of bicategories defined in Definition 2.18 are 2-stacks.

Proof. This follows from [21, Thm. 3.3], whose only condition is that the presheaves are pre-2-
stacks, which we proved in [13, Prop. 4.5.1].

For the convenience of the reader (and the authors) we shall now spell out all definitions
in case of the bicategory s2VBdlk(X) of super 2-vector bundles over X, on the basis of the
description of the plus construction given in [21]. The other versions of 2-vector bundles can
then easily be obtained as sub-bicategories:

• ss-s2VBdlk(X) ⊆ s2VBdlk(X) is the sub-bicategory where all super algebra bundles are
bundles of semisimple super algebras.

• s2LBdlk(X) ⊆ s2VBdlk(X) is the sub-bicategory where all super algebra bundles are
bundles of central simple super algebras.

• The corresponding ungraded versions consist of only ungraded algebras and ungraded bi-
modules.

This way, our explanations below apply to all four cases by employing the corresponding restric-
tions.

I.) Objects. A super 2-vector bundle over X is a quadruple V = (π,A,M, µ) consisting of:
• a surjective submersion π : Y → X,
• a super algebra bundle A over Y ,
• an invertible bimodule bundle M over Y [2] whose fibre My1,y2 over a point (y1, y2) ∈
Y [2] is an Ay2-Ay1-bimodule, and
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• an invertible even intertwiner µ of bimodule bundles over Y [3], which restricts over
each point (y1, y2, y3) ∈ Y [3] to an Ay3-Ay1-intertwiner

µy1,y2,y3 : My2,y3 ⊗Ay2
My1,y2 → My1,y3 .

This structure is subject to the condition that µ is associative, i.e., the diagram

My3,y4 ⊗Ay3
My2,y3 ⊗Ay2

My1,y2

1⊗µy1,y2,y3
��

µy2,y3,y4⊗1
//My2,y4 ⊗Ay2

My1,y2

µy1,y2,y3

��

My3,y4 ⊗Ay3
My1,y3 µy1,y3,y4

//My1,y4

is commutative for all (y1, y2, y3, y4) ∈ Y [4].
We remark the following additional facts, which are easy to deduce: first, if ∆ : Y → Y [2]

denotes the diagonal map, then there exists a canonical invertible intertwiner ∆∗M ∼= A
of A-A-bimodule bundles over Y . Second, if s : Y [2] → Y [2] swaps the factors, then s∗M
is inverse to M.
The simplicial structure of a super 2-vector bundle may be depicted as the following dia-
gram:

V =



A

��

M

��

µ coherence

Y

��

Y [2]

pr2
oo

pr1oo Y [3]
oo

oo
oo Y [4]

oo

oo

oo
oo

X


II.) 1-morphisms. Let V1 = (π1,A1,M1, µ1) and V2 = (π2,A2,M2, µ2) be super 2-vector

bundles over X. A 1-morphism P : V1 → V2 is a triple P = (ζ,P, ϕ) consisting of:
• a surjective submersion ζ : Z → Y1 ×X Y2,
• an implementing bimodule bundle P over Z, whose fibre Pz over a point z ∈ Z with
ζ(z) =: (y1, y2) is an (A2)y2-(A1)y1-bimodule, and

• an invertible even intertwiner ϕ of bimodule bundles over Z [2], which restricts over
a point (z, z′) ∈ Z [2] with ζ(z) =: (y1, y2) and ζ(z′) =: (y′1, y

′
2) to an (A2)y′2-(A1)y1-

intertwiner
ϕz,z′ : Pz′ ⊗(A1)y′1

(M1)y1,y′1 → (M2)y2,y′2 ⊗(A2)y2
Pz.

This structure is subject to the condition that the intertwiner ϕ is a “homomorphism” with
respect to the intertwiners µ1 and µ2, i.e., the diagram

Pz′′ ⊗(A1)y′′1
(M1)y′1,y′′1 ⊗(A1)y′1

(M1)y1,y′1

id⊗(µ1)y1,y′1,y
′′
1 //

ϕz′,z′′⊗id

��

Pz′′ ⊗(A1)y1
(M1)y1,y′′1

ϕz,z′′

��

(M2)y′2,y′′2 ⊗(A2)y′2
Pz′ ⊗(A1)y′1

(M1)y2,y′2

id⊗ϕz,z′
��

(M2)y′2,y′′2 ⊗(A2)y′2
(M2)y2,y′2 ⊗(A2)y2

Pz
(µ2)y2,y′2,y

′′
2
⊗id

// (M2)y2,y′′2 ⊗(A2)y2
Pz

(13)

is commutative for all (z, z′, z′′) ∈ Z [3], where ζ(z′′) =: (y′′1 , y
′′
2).
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III.) Identity 1-morphisms. The identity 1-morphism of a super 2-vector bundle V = (π,A,M, µ)

is the triple idV := (idY [2] ,M, ϕµ), where Z := Y [2] and

(ϕµ)y1,y2,y′1,y′2 := µ−1
y1,y′1,y

′
2
◦ µy1,y2,y′2 .

IV.) Composition of 1-morphisms. Consider three super 2-vector bundles and two 1-morphisms

V1
P12 // V2

P23 // V3,

for whose structure we use the same letters as in above definitions. The composition
P23 ◦ P12 := (ζ,P, ϕ) is defined as follows. We set Z := Z12 ×Y2 Z23, and consider a
point z := (z12, z23) ∈ Z with ζ12(z12) =: (y1, y2) and ζ23(z23) =: (y2, y3). The surjective
submersion ζ : Z → Y1 ×X Y3 is then ζ(z) := (y1, y3). The bimodule bundle P is defined
so that its fibre over the point z ∈ Z is the (A3)y3-(A1)y1-bimodule

Pz := (P23)z23 ⊗(A2)y2
(P12)z12 .

Finally, the intertwiner ϕ is over a point ((z12, z23), (z
′
12, z

′
23)) ∈ Z [2]defined by

Pz′12,z′23 ⊗(A1)y1
M1 = (P23)z′23 ⊗(A2)y′2

(P12)z′12 ⊗(A1)y1
M1

id ◦(ϕ12)z12,z′12
��

(P23)z′23 ⊗(A2)y′2
M2 ⊗(A2)y2

(P12)z12

(ϕ23)z23,z′23
◦id

��

M3 ⊗(A3)y3
(P23)z23 ⊗(A2)y2

(P12)z12 = M3 ⊗(A3)y3
Pz12,z23 .

V.) 2-morphisms. Consider two 1-morphisms between the same super 2-vector bundles,

V1

P
%%

P′

::
V2.

For abbreviation, we set Y12 := Y1 ×X Y2. Then, a 2-morphism P ⇒ P′ is represented by
pairs (ρ, φ) consisting of the following structure:

• a surjective submersion ρ :W → Z ×Y12 Z
′, and

• an intertwiner φ of bimodule bundles over W that restricts over a point w ∈W with
ρ(w) =: (z, z′) to an intertwiner

φw : Pz → P ′
z′

of (A1)y1-(A2)y2-bimodules, where ζ(z) = ζ ′(z′) =: (y1, y2).
This structure is subject to the condition that φ commutes with the intertwiners ϕ and ϕ′,
i.e., the diagram

Pz̃ ⊗(A1)ỹ1
(M1)y1,ỹ1

φw̃⊗id

��

ϕz,z̃
// (M2)y2,ỹ2 ⊗(A2)y2

Pz

id⊗φw

��

P ′
z̃′ ⊗(A1)ỹ′1

(M1)y′1,ỹ′1 ϕ′
z′,z̃′

// (M2)y′2,ỹ′2 ⊗(A2)y′2
P ′
z′
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is commutative for all (w, w̃) ∈ W ×X W , where ρ(w) = (z, z′), ρ(w̃) = (z̃, z̃′). Two
pairs (ρ, φ) and (ρ′, φ′) have to be identified if the pullbacks of φ and φ′ coincide over
W ×Z×Y12

Z′ W ′. Since in that sense the choice of ρ is unimportant, we usually denote the
2-morphism by just φ.

VI.) Vertical composition of 2-morphisms. Next, consider three 1-morphisms between the
same super 2-vector bundles, and two 2-morphisms:

V1 P′ //

P

��

P′′

DD
V2.

φ

��

φ′

��

We suppose that the 1-morphisms P, P′, and P′′ come with surjective submersions ζ : Z →
Y12, ζ ′ : Z ′ → Y12, and ζ ′′ : Z ′′ → Y12, respectively, and that the 2-morphisms φ and φ′

come with surjective submersions ρ :W → Z×Y12Z
′ and ρ′ :W ′ → Z ′×Y12Z

′′, respectively.
We consider W ×Z′ W ′ equipped with the surjective submersion (w,w′) 7→ (z, z′′), where
(z, z′) := ρ(w) and (z′, z′′) := ρ′(w′). Then the vertical composition φ′ • φ : P ⇒ P′′ is the
intertwiner over W ×Z′ W ′ defined fibrewise over (w,w′) by

Pz
φw
// P ′
z′

φ′
w′
// P ′′
z′′ .

VII.) Identity 2-morphisms. The identity 2-morphism idP of a 1-morphism P = (ζ,P, ϕ) is
obtained by restricting the intertwiner ϕ to W := Z ×Y12 Z ⊆ Z ×X Z. Over (z1, z2) with
ζ(z1) = ζ(z2) = (y1, y2), this becomes an intertwiner,

Pz1 ⊗(A1)y1
(M1)y1,y1 → (M2)y2,y2 ⊗(A2)y2

Pz2 .

Under the canonical invertible intertwiners (A1)y1
∼= (M1)y1,y1 and (A2)y2

∼= (M1)y2,y2 ,
this yields an intertwiner φ with φz1,z2 : Pz1 → Pz2 , and the pair (idW , φ) is the identity
2-morphism of P.

VIII.) Horizontal composition of 2-morphisms. Consider the following super 2-vector bun-
dles, 1-morphisms, and 2-morphisms,

V1

P12

$$

P′
12

::
V2

P23

%%

P′
23

99
V3,φ12

��

φ23

��

with all structure labelled as above. The horizontal composition of φ12 and φ23, denoted
φ23 ◦ φ12, is defined by the smooth manifold W := W12 ×Y2 W23 equipped with the sur-
jective submersion (w12, w23) 7→ ((z12, z23), (z

′
12, z

′
23)), where (z12, z

′
12) := ρ12(w12) and

(z23, z
′
23) := ρ23(w23), and the intertwiner of bimodule bundles over W , given in the fibre

over (w12, w23) ∈W by

(φ23)w23 ⊗ (φ12)w12 : (P23)z23 ⊗(A2)y2
(P12)z12 → (P ′

23)z′23 ⊗(A2)y2
(P ′

12)z′12 .
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This completes the explicit description of super 2-vector bundles. We close this section with
four useful technical results about super 2-vector bundles, which follow directly from the plus
construction [21], and are well known, e.g., for bundle gerbes.

Lemma 2.20.
(a) A 1-morphism P = (ζ,P, ϕ) is invertible if and only if its bimodule bundle P is invertible.
(b) A 1-morphism P = (ζ,P, ϕ) has a right (left) adjoint if and only if its bimodule bundle P

has a right (left) adjoint.
(c) A 2-morphism φ is invertible if and only if its intertwiner φ is invertible.

Remark 2.21. Bimodule bundles are invertible (have adjoints) if and only if they are fibrewise
invertible (have fibrewise adjoints) [13, Lem. 4.2.8]. Thus, the conditions in Lemma 2.20 can be
checked fibrewise.

Remark 2.22. Lemma 2.20 also has the following consequence. We may consider as in Sec-
tion 2.2 the sub-presheaf Grpd(sAlgBdlbik ) where only invertible bimodule bundles and invertible
intertwiners are admitted. Applying the plus construction, we see by (c) that all resulting 2-
morphisms are invertible, and we see by (a) that all resulting 1-morphisms are invertible. Thus,
we have

Grpd(sAlgBdlk)
+ = Grpd(s2VBdlk) and Grpd(AlgBdlk)

+ = Grpd(2VBdlk).

In other words, it does not matter if we truncate to 2-groupoids before or after 2-stackification.

Our second result shows that the surjective submersions of 1-morphisms and 2-morphisms
can be assumed to be identities.

Lemma 2.23.
(a) Every 1-morphism is 2-isomorphic to one with Z = Y1 ×X Y2 and ζ = idZ .
(b) Every 2-morphism can be represented by a pair (ρ, φ) with W = Z ×Y12 Z

′ and ρ = idW .

Lemma 2.23 makes use of the fact that sAlgBdlbik is a pre-2-stack. The reason that our
definitions above allow for general Z and W is that all kinds of compositions result in such more
general choices, and in practice it is often easier to keep those instead of performing descent.
Our third result allows to refine the surjective submersion of a super 2-vector bundles without
changing its isomorphism class.

Lemma 2.24. If V = (π,A,M, µ) is a super 2-vector bundle with surjective submersion π : Y →
X, and ρ : Y ′ → Y is a smooth map such that π′ := π ◦ ρ is again a surjective submersion, then
Vρ := (π′, ρ∗A, (ρ[2])∗M, (ρ[3])∗µ) is another super 2-vector bundle, and there exists a canonical
isomorphism Vρ ∼= V.

The canonical isomorphism Vρ → V is best viewed in terms of the framing of the bicategory
of super 2-vector bundles that we introduce below in Section 3.5. A consequence is the follow-
ing result, referring to the triviality of super algebra bundles and bimodule bundles defined in
Remark 2.6 and Example 2.8.

Proposition 2.25. Every super 2-vector bundle is isomorphic to one with trivial super algebra
bundle and trivial bimodule bundle.
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Proof. We first show that the super algebra bundle can assumed to be trivial. Let V = (π,A,M, µ)

be a super 2-vector bundle. Let {Uα} be an open cover of X that admits local sections
σα : Uα → Y such that σ∗αA ∼= Uα × Aα. Let Y ′ be the disjoint union of the open sets Uα,
let π′ : Y ′ → X be the canonical projection, and let σ : Y ′ → Y be given by σ|Uα := σα. Then,
we have π′ = π ◦ σ, and by Lemma 2.24, V is isomorphic to a super 2-vector bundle Vσ with
trivial algebra bundle.
Now let V = (π,A,M, µ) be a super 2-vector bundle with trivial super algebra bundle A. Let
{Uα} be an open cover of Y [2] with connected sets Uα over which the bimodule bundle M
trivializes, i.e., M|Uα

∼= φαMαψα , where Mα is an Ai-Aj-bimodule, φα : Uα → Aut(Ai), and
ψα : Uα → Aut(Aj), for i labelling the connecting component of Y containing pr1(Uα), and j la-
belling the one containing pr2(Uα). On paracompact spaces such as manifolds, such a hypercover
of height 1 can be refined by an ordinary cover; i.e., there exists an open cover {Wi} of X with
smooth sections σi : Wi → Y , such that for each non-trivial double intersection Wi ∩Wj there
exists an index α with σi(Wi)×X σj(Wj) ⊆ Uα. Proceeding as above, and using Lemma 2.24, V is
isomorphic to a super 2-vector bundle Vσ with trivial super algebra bundle and trivial bimodule
bundle.

Remark 2.26. The theory of 2-vector bundles extends naturally to a continuous setting, where
all manifolds are replaced by topological spaces, and smooth maps by continuous ones. Local
triviality of the involved bundles remains as defined w.r.t. open sets. The surjective submersion
in the definition of a 2-vector bundle is replaced by a locally-split map. More generally, one may
pick any Grothendieck topology T on the category of topological spaces, define local triviality
w.r.t. the T -coverings and define 2-vector bundles w.r.t. T -locally split maps.

3. Properties of 2-vector bundles

In this section we discuss a number of structures and features of 2-vector bundles. We will mostly
stick to the 2-stack s2VBdlk and only consider its sub-2-stacks ss-s2VBdlk and s2LBdlk when
necessary or interesting.

3.1 The Morita class of a 2-vector bundle

Definition 3.1 (Morita class). Let V = (π,A,M, µ) be a super 2-vector bundle over X, and
let A be a super algebra. We say that V is of Morita class A if around every point y ∈ Y there
exists a local trivialization A|U ∼= U ×AU with a super algebra AU that is Morita equivalent to
A.

In [13, Def. 4.2.9] we have also introduced the notion of a Morita class for super algebra
bundles; in that sense, a super 2-vector bundle is of Morita class A if and only if its super
algebra bundle A is of Morita class A. The following result describes the behaviour of the
Morita class of a super 2-vector bundle. It exhibits the Morita class as a generalization of the
rank of an ordinary vector bundle.

Lemma 3.2. Let V be a super 2-vector bundle.
(a) If X is connected, then there exists a super algebra A such that V is of Morita class A. In

fact, V is of Morita class Ay, where Ay is the fibre of A over any point y ∈ Y .
(b) Let A and B be super algebras, and suppose V is of Morita class A. Then, V is of Morita

class B if and only if A and B are Morita equivalent.
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(c) Let V1, V2 be two super 2-vector bundles with V1
∼= V2. Then, for any super algebra A, V1

is of Morita class A if and only if V2 is of Morita class A.

Proof. (a) For each connected component Yi of Y , there exists by [13, Lem. 4.2.10 (a)] a super
algebra Ai such that A|Yi is of Morita class Ai. If Yi and Yj are components such that π(Yi) ∩
π(Yj) ̸= ∅, then there exists a point (yi, yj) ∈ Y [2] with yi ∈ Yi and yj ∈ Yj . Then Myi,yj is
a Morita equivalence between Ay2 and Ay1 , showing that Ai and Aj are Morita equivalent. If
Yi and Yj are arbitrary connected components, then, since X is connected, there exists a finite
sequence Yi = Ya1 , ..., Yan = Yj of connected components of Y such that π(Yak) and π(Yak+1

)

intersect. This shows that A is of Morita class Ai, for any connected component Yj of Y .
(b) is trivial. For (c), suppose that V1 and V2 are presented in terms of surjective submersions
Y1, respectively Y2. Let P = (ζ,P, ϕ) be an isomorphism between V1 and V2. Then for z ∈ Z, Pz
is a (A1)y1-(A2)y2-bimodule, where ζ(z) = (y1, y2). As P is an isomorphism, Pz is an invertible
bimodule, by (a), i.e., a Morita equivalence. Hence if V1 is of Morita class A meaning that (A1)y1
is Morita equivalent to A, then so is V2.

In case of super 2-line bundles over k = R,C, the classification of central simple super algebras
implies that the Morita class of a complex super 2-line bundle can be either Cl0 or Cl1, and the
Morita class of a real super 2-line bundle can be one of Cl0, ...,Cl7. The following lemma shows
that the converse is also true.

Lemma 3.3. Let V be a super 2-vector bundle of Morita class Cln (for n = 0, 1 and k = C) or
of Morita class Cln (for n = 0, ..., 7 and k = R). Then, V is a super 2-line bundle.

Proof. We discuss the complex case, the real case is analogous. By definition of Morita class of
super 2-vector bundles, the super algebra bundle A of V is of Morita class Cln. Thus, each fibre
of A is a central simple super algebra, and thus, by [13, Prop. 4.4.3], A is invertible. This proves
that V is an object in s2LBdlk(X).

Remark 3.4. The Morita class of an ungraded 2-vector bundle is of course an ungraded algebra
(i.e., a super algebra concentrated in degree zero). Conversely, however, if the Morita class of
a super 2-vector bundle V happens to be an ungraded algebra, it is not necessarily true that V

lies in the sub-bicategory 2VBdlk(X) ⊆ s2VBdlk(X), as it may still have a non-trivially graded
bimodule bundle M over Y [2]. One example where this happens are super line bundle gerbes,
considered as super 2-line bundles, see Section 3.2.

Sometimes it will be convenient to consider only super 2-vector bundles of a fixed Morita
class.

Definition 3.5 (2-vector bundles with fixed Morita class). Let A be a super algebra over k.
Then, the presheaf A-s2VBdl of super 2-vector bundles of Morita class A is defined to be the full
sub-presheaf of s2VBdlk over all super 2-vector bundles of Morita class A.

Remark 3.6.
(1) The presheaf A-s2VBdl is again a 2-stack, since descent preserves the typical fibres of

algebra bundles. In fact, we may consider the presheaf of bicategories A-sAlgBdlbi with
all super algebra bundles whose fibres are Morita equivalent to A; then, A-s2VBdl =

(A-sAlgBdlbi)+.
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(2) If A is an ungraded algebra, then a 2-stack A-2VBdl is obtained in the same way. We
remark that, for A ungraded, there is a functor A-2VBdl → A-s2VBdl that is in general
not essentially surjective, as ungraded algebras may have invertible bimodules that are not
concentrated in even degrees. Graded bundle gerbes provide examples, as follows from the
classification result of Lemma 4.11.

(3) For a smooth manifold X, the bicategory C-2VBdl(X) is equivalent to the bicategory of
Morita bundle gerbes of Ershov [8]. Concerning the objects, Ershov only allows ungraded
matrix algebra bundles A over Y , which are precisely the algebra bundles of Morita class
C. One difference is that Ershov allows only surjective submersions coming from open
covers; this, however, is unproblematic in view of Lemma 2.24. In fact, Ershov considers
all Morita bundle gerbes, 1-morphisms, and 2-morphisms with respect to the same fixed
open cover, which gives an equivalent bicategory to ours when this cover is good.

3.2 Inclusion of bundle gerbes Let sVBdlk(X) be the symmetric monoidal category of
super vector bundles over X. We denote by BsVBdlk(X) the corresponding bicategory with a
single object. Then, X 7→ BsVBdlk(X) is a pre-2-stack; this is just a reformulation of the fact
that vector bundles form a monoidal stack. Its stackification is, by definition [21], the 2-stack of
super line bundle gerbes,

sGrbk := (BsVBdlk)
+.

Super line bundle gerbes can be identified with the twistings of complex K-theory defined by
Freed-Hopkins-Teleman [9]. Mertsch [19] proved this when the base is an action groupoid; in the
special case of just a smooth manifold, this result reduces to the following statement.

Proposition 3.7. The homotopy 1-category h1(sGrbC(X)) of the bicategory of complex super line
bundle gerbes is canonically equivalent to the category of twistings of complex K-theory defined
by Freed-Hopkins-Teleman.

Put differently, the presheaf of categories over smooth manifolds defined by Freed-Hopkins-
Teleman extends to a presheaf of bicategories, and that presheaf is in fact a 2-stack.

Next, we describe the relation between super line bundle gerbes and super 2-vector bundles.
We consider the obvious inclusion

BsVBdlk → cs-sAlgBdlbik (14)

of presheaves of bicategories, taking the single object over a manifold X to the trivially graded
super algebra bundle k over X, and considering super vector bundles as k-k-bimodule bundles
(they are implementing due to (iii)). This is fully faithful over each smooth manifold X. By
functoriality of the plus construction, we obtain the following result.

Proposition 3.8. Applying the plus construction to the presheaf morphism Eq. (14) results into
a fully faithful morphism

sGrbk → s2LBdlk

of 2-stacks. In other words, super line bundle gerbes form a full sub-bicategory of super 2-line
bundles.

Explicitly, the 2-stack morphism of Proposition 3.8 simply adds to the structure of a given
super line bundle gerbe the trivial algebra bundle k over the domain Y of its surjective submer-
sion.
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Example 3.9. The trivial bundle gerbe I (consisting of the trivial surjective submersion idX , the
trivial super line bundle M := k over X [2] = X, and the line bundle isomorphism µ : M⊗M →
M induced by multiplication in k) corresponds under the 2-functor sGrbk(X) → s2LBdlk(X) to
the trivial 2-vector bundle (consisting of the trivial surjective submersion idX , the trivial super
algebra bundle A := k, and the same M and µ as before). Since there is no need to distinguish
between the trivial bundle gerbe and the trivial 2-vector bundle, we will henceforth denote both
by I.

Proposition 3.10. Let V be a super-2-vector bundle. Then, V is isomorphic to a super line
bundle gerbe if and only if V is of Morita class k.

Proof. The “only if”-part is clear. Suppose V is of Morita class k. Then by Proposition 2.25, V is
isomorphic to a super 2-vector bundle V′ whose super algebra bundle is the trivial bundle k over
Y . Its bimodule bundle is then a bundle of invertible k-k-bimodules, i.e., a super line bundle.
This shows that V′ is a super line bundle gerbe.

Proposition 3.10 shows that the fully faithful morphism of Proposition 3.8 is not an isomor-
phism of 2-stacks, since the Morita class of a general super 2-line bundle may be any central
simple super algebra. The relation between super line bundle gerbes and super 2-line bundles is
further clarified in Section 4.4.

In the contexts of twisted K-theory and 2-dimensional sigma models, one considers 1-morphisms
E : G → I between a super line bundle gerbe G and the trivial bundle gerbe I [2, 11]. These are
often called bundle gerbe modules or G-twisted (super) vector bundles, see [33]. An immediate
consequence of Proposition 3.8 is a reformulation in terms of morphisms between super 2-line
bundles.

Corollary 3.11. Let G be a super line bundle gerbes over X. Then, the category HomsGrbk(X)(G, I)
of G-twisted super vector bundles is canonically isomorphic to the category Homs2LBdlk(X)(G, I)
of super 2-line bundle morphisms from G to I.

For later use, let us spell out explicitly what a G-twisted super vector bundle is, consulting
above definition of a 1-morphism (and using (a)). Suppose G = (π,M, µ). Then, a G-twisted
super vector bundle E is a pair (E , ε) consisting of a super vector bundle E over Y and a super
vector bundle isomorphism ε : pr∗2 E ⊗M → pr∗1 E over Y [2] such that

Ey3 ⊗My2,y3 ⊗My1,y2

id⊗µy1,y2,y3
��

ϵy2,y3⊗id
// Ey2 ⊗My1,y2

ϵy1,y2
��

Ey3 ⊗My1,y3 ϵy1,y3
// Ey1

(15)

commutes. Likewise, a morphism of G-twisted super vector bundles (E1, ε1) and (E2, ε2) is a
super vector bundle morphism φ : E → E ′ over Y such that

Ey2 ⊗My1,y2

ϵy1,y2 //

φy1⊗id

��

Ey1
φy1

��

E ′
y2 ⊗My1,y2 ϵ′y1,y2

// E ′
y1

commutes.
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Remark 3.12. If L is a general super 2-line bundle, then a 1-morphism E : L → I generalizes
in a natural way the notion of a twisted vector bundle, now admitting more general twistings.
In twisted K-theory, these more general twistings add to the ordinary twistings considered by
Freed-Hopkins-Teleman the grading twist. This is also explained in the lecture notes [10] and in
[19].

Remark 3.13. In the ungraded case, the analogous definition

Grbk := (BVBdlk)
+

results in the usual definition of line bundle gerbes precisely as originally defined by Murray (for
k = C) [20]. It induces a fully faithful morphism

Grbk → 2VBdlk (16)

of 2-stacks, so that every line bundle gerbe is an example of a 2-vector bundle. The analog of
Proposition 3.10 holds: an ungraded 2-vector bundle V is a bundle gerbe if and only if it is of
Morita class k.

3.3 Inclusion of algebra bundles Since the plus construction is 2-stackification, it comes
equipped with a fully faithful functor [21, Thm. 3.3] from the pre-2-stack to the 2-stack. In our
case, we obtain a fully faithful functor

sAlgBdlbik (X) → s2VBdlk(X) (17)

including our “preliminary” super 2-vector bundles into the true super 2-vector bundles. We
recall that the objects of sAlgBdlbik (X) are super algebra bundles over X. Hence, super algebra
bundles are examples of 2-vector bundles.

In detail, a super algebra bundle A over X is sent to the super 2-vector bundle (idX ,A,A, µ),
where we identify the fibre products X [k] over X with X, and µ is the canonical invertible
intertwiner A ×A A ∼= A induced by the multiplication in A. We denote this 2-vector bundle
again by A. We also recall that the 1-morphisms A → B in sAlgBdlbik (X) are implementing
B-A-bimodule bundles M over X. Such a bimodule bundle is sent to the 1-morphism of 2-
vector bundles given by (idX ,M, ϕ), where Z := X ×X X and Z [k] are again identified with X,
and ϕ is the canonical invertible intertwiner B ⊗B M ∼= M⊗A A. Finally, the 2-morphisms in
sAlgBdlbik (X) directly yield 2-morphisms in s2VBdlk(X).

The statement that the functor (17) is fully faithful means that it induces an equivalence of
categories

sBimBdlimp
B,A(X) ∼= Homs2VBdlk(X)(A,B).

In particular, two super algebra bundles are Morita equivalent if and only if they are isomorphic
as 2-vector bundles.

Example 3.14. The trivial super algebra bundle k over X coincides under the inclusion of
Eq. (17) with the trivial 2-vector bundle I of Example 3.9.

Remark 3.15. If a super algebra bundle A has a typical fibre A, then the corresponding super
2-vector bundle is of Morita class A. This shows that the Morita class cannot distinguish be-
tween general super 2-vector bundles and those coming from super algebra bundles. Using the
classification we develop in Section 4 we will obtain a result that allows one to determine for a
super 2-vector bundle whose Morita class is a central simple super algebra, whether or not it
comes from a super algebra bundle, see Corollary 4.18.
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Now that we are able to consider bundle gerbes and super algebra bundles as 2-vector bundles,
we may discuss their relation. A nice structure that relates bundle gerbes and algebra bundles
is the following extension of the notion of a twisted super vector bundle (see Section 3.2).

Definition 3.16 (Twisted module bundle). Let G be a super line bundle gerbe and let A be a
super algebra bundle over X. A G-twisted A-module bundle is a G-twisted super vector bundle
E = (E , ε) together with a left π∗A-module bundle structure on E , such that ε is A-linear.
A morphism between G-twisted A-module bundles is an A-linear morphism of G-twisted super
vector bundles.

This structure appears in an infinite-dimensional setting in [16, Def. 2.3.9]. The following
result generalizes Corollary 3.11 and shows that the notion of a twisted module bundle can now
be absorbed in the bicategory of super 2-vector bundles. Let E = (E , ε) be a G-twisted A-
module bundle. In order to obtain from E a 1-morphism G → A we identify Y with the common
refinement Y ×X X of the coverings of G and A, set Z := Y and ζ = idZ . Since Ey is a left
Ax-module, where x = π(y), it is a Ax-k-bimodule. Since ε is linear and π∗A-linear, we may
consider it as an Ax-k-intertwiner

ϵy1,y2 : Ey2 ⊗k Ly1,y2 → Ax ⊗Ax Ey1 .

Thus, PE := (ζ, E , ε) is a 1-morphism G → A.

Lemma 3.17. The assignment E 7→ PE establishes an isomorphism between the category of
G-twisted A-module bundles and the category Homs2VBdlk(X)(G,A) of super 2-vector bundle mor-
phisms from G to A. Moreover, PE : G → A is invertible if and only if the fibres Ey are Morita
equivalences between k and Aπ(y), for all y ∈ Y .

Proof. It is straightforward to extend above construction to a functor, and to show that it is an
equivalence. The invertibility statement follows from Lemma 2.20 and [13, Lem. 4.2.8 (c)].

Remark 3.18. G-twisted A-module bundles can be untwisted by a trivialization of G. Indeed, if
T is such trivialization, i.e., a 1-isomorphism T : G → I, and PE : G → A is the 1-morphism that
corresponds to a G-twisted A-module bundle E under the isomorphism of Lemma 3.17, then ET :=

PE ◦ T−1 : I → A is a 1-morphism between super 2-vector bundles in the image of the inclusion
of algebra bundles. Since this inclusion functor is fully faithful, ET corresponds canonically to
a 1-morphism k → A in sAlgBdlbik (X), i.e., to a right A-module bundle. Summarizing, this
procedure turns a G-twisted A-module bundle E into an A-module bundle ET over X, using the
trivialization T.

Remark 3.19. Given a G-twisted A-module bundle E, it is possible to forget the A-module
structure and just keep a G-twisted vector bundle. Under the identification of E with a 1-
morphism E : G → A, this corresponds to the composition with the canonical, but non-invertible
1-morphism A → I obtained as the image of the k-A-bimodule bundle A under the inclusion of
Eq. (17).

Given a general super line bundle gerbe G, one may try to construct an algebra bundle A
with a 1-morphism G → A. One method, which applies to lifting gerbes and uses representation
theory, is described in Section 5. Another method is the following. Suppose a non-zero G-
twisted super vector bundle E = (E , ε) is given. Then, the endomorphism bundle End(E) =
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E ⊗ E∗ descends using ε to a super algebra bundle over X, which we denote by End(E). By
construction, E becomes then a G-twisted End(E)-module bundle, and certainly, E is fibrewise a
Morita equivalence. Hence, we have the following consequence of Lemma 3.17.

Corollary 3.20. Let G be a super line bundle gerbe over X, and suppose E is a non-zero G-twisted
super vector bundle. Then, E induces a 1-isomorphism G ∼= End(E) in s2VBdlk(X).

A nice argument [2, Prop. 4.1] shows that a (super) bundle gerbe G admits a non-zero G-
twisted vector bundle if and only if its Dixmier-Douady class in H3(X,Z) is torsion. Thus,
any torsion bundle gerbe is isomorphic to an algebra bundle. The converse is also true. Both
statements will be proved in a different way later, see Corollary 4.19.

3.4 The fibres of a 2-vector bundle In the introduction we claimed that a (super) 2-vector
bundle is a structure whose fibres are (super) 2-vector spaces. Suppose V is a super 2-vector
bundle over X, and x ∈ X. Then, the fibre of V at x is defined to be the pullback of V along the
map x : ∗ → X. We shall thus analyze what a super 2-vector bundle over the point is.

A super 2-vector bundle over a point X = {∗} is a tuple (Y,A,M, µ) consisting of a smooth
manifold Y , a super algebra bundle A over Y , an invertible pr∗1A-pr∗2A-bimodule bundle M over
Y 2 = Y × Y , and an invertible intertwiner µ : pr∗23M ⊗pr∗2 A pr∗12M → pr∗13M over Y 3 that
is associative over Y 4. Similarly, we obtain notions of 1-morphisms and 2-morphisms of super
2-vector bundles over a point, and we may consider the bicategory s2VBdlk(∗).

We consider the functor Eq. (17) that includes super algebra bundles into super 2-vector
bundles over a point X = {∗}, obtaining a functor

sAlgBdlbik (∗) → s2VBdlk(∗). (18)

We note that the bicategory of super algebra bundles over a point coincides on the nose with the
bicategory s2Vectk of super 2-vector spaces. Moreover, we have the following result.

Lemma 3.21. The functor of Eq. (18) establishes an equivalence of categories,

s2Vectk ∼= s2VBdlk(∗).

Proof. We know already from Section 3.3 that the functor is fully faithful; hence it remains
to show that it is essentially surjective. Indeed, suppose V = (Y,A,M, µ) is an object in
s2VBdlk(∗). Choose a point y0 ∈ Y , and let A := Ay0 . We show that A is an essential preimage
for V. We consider Z := Y ∼= ∗ ×∗ Y , equipped with the surjective submersion ζ := idY . Over
Z we consider the invertible bimodule bundle P := ∆∗

1M, where ∆l : Y → Y l is defined by
∆l(y1, ..., yl) = (y0, y1, ..., yl). Finally, we consider over Z [2] = Y 2 the intertwiner ϕ := ∆∗

2µ,
which we may view fibrewise as an intertwiner

ϕy,y′ : Py′ ⊗A A→ My,y′ ⊗Ay Py.

It is straightforward to see that (ζ,P, ϕ) is a 1-morphism A→ V, and it follows from (a) that it
is a 1-isomorphism.

In view of the equivalence of Lemma 3.21, the fibres of a super 2-vector bundle are super
2-vector spaces, as we claimed in the introduction. We remark that, by (a), all fibres of a super
2-vector bundle V (over a connected base manifold) are isomorphic as super 2-vector spaces, and
that they are all isomorphic to the Morita class of V. In this sense, the Morita class may also be
viewed as the typical fibre of V.
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3.5 Framing by refinements As discussed in Section 2.2 (see Eqs. (10) and (11)), the bicat-
egory sAlgBdlbik (X) of super algebra bundles is framed under the groupoid Grpd(sAlgBdlk(X))

of super algebra bundles over X and bundle isomorphisms, while the bicategory ss-sAlgBdlbik (X)

of semisimple super algebra bundles is framed under the category ss-sAlgBdlk(X) of semisimple
super algebra bundles and all bundle homomorphisms. These framings are obviously compatible
with pullbacks, and hence morphisms of pre-2-stacks

Grpd(sAlgBdlk) → sAlgBdlbik and ss-sAlgBdlk → ss-sAlgBdlbik . (19)

We will use the obvious terminology to say that a framing for a presheaf of bicategories F is
a presheaf of categories E together with a morphism E → F of presheaves of bicategories such
that over every smooth manifold X, the functor E(X) → F(X) is framing. In this situation,
we will also call F a framed presheaf of bicategories. In this sense, we see that sAlgBdlbik and
ss-sAlgBdlbik are framed pre-2-stacks. Observe that the second pre-2-stack is smaller but has a
larger framing on the level of morphisms.

Framings are important because they provide a convenient and simple way to construct 1-
morphisms, in situations where the structure of a general 1-morphism is fairly complex, as in the
case of super 2-vector bundles. The plus construction automatically sends framed pre-2-stacks
to framed 2-stacks. More explicitly, if E → F is a framed pre-2-stack, then there exists a general
procedure to associate to E another presheaf of categories EF together with a morphism EF → F+

turning F+ into a framed 2-stack. To avoid confusion, we remark that this procedure, E 7→ EF,
is not the plus construction or another method of stackification. In fact, in many cases, E is
already a stack – as in Eq. (19). Instead, the construction of EF depends on the framing E → F;
after all, EF needs to have the same objects as F+ in order to be eligible for a framing. We will
describe the general definition of EF elsewhere; below we will only spell it out in the present
cases of the framed pre-2-stacks of Eq. (19).

We start with the following basic construction. Given a smooth manifold X, we define a
category s2VBdlrefk (X) as follows. The objects are all super 2-vector bundles V over X. The
morphisms will be called refinements, defined as follows.

Definition 3.22 (Refinement). Let V1 = (π1,A1,M1, µ1) and V2 = (π2,A2,M2, µ2) be super
2-vector bundles over X. A refinement R : V1 → V2 is a triple R = (ρ, ϕ, u) consisting of a
smooth map ρ : Y1 → Y2 such that π2 ◦ ρ = π1, of a homomorphism ϕ : A1 → ρ∗A2 of super
algebra bundles over Y1 and of an invertible bundle morphism u : M1 → ρ∗M2 over Y [2]

1 that
over a point (y, y′) ∈ Y

[2]
1 restricts to an intertwiner

uy,y′ : (M1)y,y′ → (M2)ρ(y),ρ(y′)

along the algebra homomorphisms ϕy′ : (A1)y′ → (A2)ρ(y′) and ϕy : (A1)y → (A2)ρ(y), and
renders the diagram

(M1)y′,y′′ ⊗(A1)y′
(M1)y,y′

uy′,y′′⊗uy,y′
��

id ◦µ1
// (M1)y,y′′

uy,y′′

��

(M2)ρ(y′),ρ(y′′) ⊗(A2)ρ(y′)
(M2)ρ(y),ρ(y′) µ2◦id

// (M2)ρ(y),ρ(y′′)

(20)

commutative for all (y, y′, y′′) ∈ Y
[3]
1 .
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Given two refinements R12 = (ρ12, ϕ12, u12) : V1 → V2 and R23 = (ρ23, ϕ23, u23) : V2 → V3,
their composition is given by

R23 ◦ R12 := (ρ23 ◦ ρ12, ρ∗12ϕ23 ◦ ϕ12, (ρ
[2]
12)

∗u23 ◦ u12),

and the identity morphism of V is (idY , idA, idM). This defines the category s2VBdlrefk (X). It is
clear that everything is compatible with pullbacks, and so s2VBdlrefk is a presheaf of categories.

For each manifold X, let s2VBdlinv-ref
k (X) be the subcategory of s2VBdlrefk (X) with all super

2-vector bundles and only those refinements whose algebra bundle homomorphism ϕ is invertible.
Further, we let ss-s2VBdlrefk (X) be the full subcategory of s2VBdlrefk (X) over all semisimple super
2-vector bundles. They assemble to sub-presheaves s2VBdlinv-ref

k and ss-s2VBdlrefk of s2VBdlrefk ,
and these are the presheaves EF in the above general notation, explicitly, we have

s2VBdlinv-ref
k = Grpd(sAlgBdlk)

sAlgBdlbik

ss-s2VBdlrefk = ss-sAlgBdl
ss-sAlgBdlbik
k

The functors EF → F+, explicitly,

s2VBdlinv-ref
k → s2VBdlk and ss-s2VBdlrefk → ss-s2VBdlk, (21)

are defined as follows. Working over a manifold X, they are, of course, the identity on the level
of objects.

On the level of morphisms, they associate to a refinement R = (ρ, ϕ, u) : V1 → V2 the
following 1-morphism (ζ,P, ϕ′). We define Z := Y1 ×X Y2 and ζ = idZ . Consider the smooth
map ρ̃ : Z → Y

[2]
2 with ρ̃(y1, y2) := (ρ(y1), y2). We define P := (ρ̃∗M2)pr∗1 ϕ over Z. If ϕ is

invertible, this is an implementing bimodule bundle by Example 2.8, while if A1 and A2 have
semisimple fibres, it is an implementing bimodule bundle by (iii). Over a point (y1, y2) ∈ Z, its
fibre is Py1,y2 = ((M2)ρ(y1),y2)ϕy1 , which is indeed an (A2)y2-(A1)y1-bimodule. Finally, we define
the intertwiner ϕ′ fibrewise over a point ((y1, y2), (y

′
1, y

′
2)) ∈ Z [2] by

Py′1,y′2 ⊗(A1)y′1
(M1)y1,y′1 = ((M2)ρ(y′1),y′2)ϕy′1

⊗(A1)y′1
(M1)y1,y′1

id⊗uy1,y′1
��

(M2)ρ(y′1),y′2 ⊗(A2)ρ(y′1)
((M2)ρ(y1),ρ(y′1))ϕy1

(µ2)ρ(y1),ρ(y′1),y
′
2

��

((M2)ρ(y1),y′2)ϕy1

(µ2)
−1

ρ(y1),y2,y
′
2

��

(M2)y2,y′2 ⊗(A2)y2
((M2)ρ(y1,)y2)ϕy1 = (M2)y2,y′2 ⊗(A2)y2

Py1,y2 .

It is tedious though absolutely straightforward to check that (ζ,P, ϕ′) defined like this is a 1-
morphism V1 → V2. Even more, it turns out that this assignment indeed defines a functor, and
moreover, using (b), that every 1-morphism obtained from a refinement has a right adjoint. In
total, we obtain the following statement.

Proposition 3.23. The functors of Eq. (21) are framings.
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Remark 3.24. We recall from Section 3.2 that super bundle gerbes are obtained by applying
the plus construction to the pre-2-stack BsVBdlk. That pre-2-stack is trivially framed, i.e., the
trivial functor

∗ → BsVBdlk(X)

from the category ∗ with a single object and a single morphism is a framing. Nonetheless, the
construction E 7→ EF generates from it a non-trivial presheaf of categories

sGrbrefk := ∗BsVBdlk ,

together with a functor
sGrbrefk → sGrbk.

This is the “usual” framing of the 2-stack of bundle gerbes, i.e., the one whose morphisms are
refinements of bundle gerbes, or “non-stable morphisms”. The (trivially) commutative diagram

∗ //

��

BsVBdlk

��

ss-sAlgBdlk // ss-sAlgBdlbik

expresses that the vertical arrows form a morphism of framed pre-2-stacks. Going from E → F

to EF → F+ is functorial; hence, the diagram

sGrbrefk
//

��

sGrbk

��

ss-s2VBdlrefk
// ss-s2VBdlk

is commutative, too. Again, we may say that the vertical arrows, the passage from super line
bundle gerbes to super 2-vector bundles, form a morphism of framed 2-stacks.

Remark 3.25. We recall from Section 3.3 that super algebra bundles (a.k.a. preliminary super 2-
vector bundles) are examples of super 2-vector bundles, and that we have a pre-2-stack morphism

sAlgBdlbik → s2VBdlk.

The bicategories sAlgBdlbik and ss-sAlgBdlbik of preliminary super 2-vector bundles are themselves
framed under the categories Grpd(sAlgBdlk) and ss-sAlgBdlk, respectively. These framings are
compatible with the ones given by refinements, in the sense of functors

Grpd(sAlgBdlk) → s2VBdlinv-ref
k and ss-sAlgBdlk → ss-s2VBdlrefk .

On the level of objects, these functors regard a super algebra bundle A as a super 2-vector
bundle like in (17). On the level of morphisms, they send a super algebra bundle homomorphism
ϕ : A → B to the refinement Rϕ := (idX , ϕ, ϕ). The diagrams

Grpd(sAlgBdlk) //

��

sAlgBdlbik

��

s2VBdlinv-ref
k

// s2VBdlk

ss-sAlgBdlk //

��

ss-sAlgBdlbik

��

ss-s2VBdlrefk
// ss-s2VBdlk

obviously commute; here, the vertical arrows go from super algebra bundles to super 2-vector
bundles, and the horizontal arrows are the framings. In other words, the passage from super
algebra bundles to super 2-vector bundles is a morphism between framed pre-2-stacks.
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3.6 Symmetric monoidal structures The plus construction automatically extends (sym-
metric) monoidal structures from pre-2-stacks to 2-stacks. Unfortunately, this has not been
discussed in [21]; we will describe this in full generality elsewhere. The rationale is to go to
common refinements of surjective submersions, and then to use the given symmetric monoidal
structure of the pre-2-stack.

While the pre-2-stack sAlgBdlbik is not symmetric monoidal (recall that the heart of the prob-
lem is that the exterior tensor product of implementable bimodules need not be implementable
again), we described in Section 2.2 the two sub-pre-2-stacks Grpd(sAlgBdlbik ) and ss-sAlgBdlbik
that are symmetric monoidal. Applying the plus construction equips the 2-stacks

Grpd(s2VBdlk) and ss-s2VBdlk

with symmetric monoidal structures. We remark that, if V and W are two super 2-vector bundles,
their tensor product V ⊗ W is always defined (in Grpd(s2VBdlk)), and it coincides with their
tensor product in ss-s2VBdlk whenever V and W are semisimple. In other words, the problems
only arise from the tensor product of 1-morphisms.

To describe the tensor product of super 2-vector bundles explicitly, let V1 = (π1,A1,M1, µ1)

and V2 = (π2,A2,M2, µ2) be super 2-vector bundles over X. Their tensor product V1 ⊗ V2 has
the surjective submersion Y12 := Y1×X Y2 → X, the super algebra bundle A1⊗A2 over Y12 (here,
according to our conventions, the pullbacks are suppressed), the bimodule bundle M1⊗M2 over
Y

[2]
12 , and the intertwiner µ1 ⊗ µ2 over Y [3]

13 . The trivial 2-vector bundle I is the tensor unit.
The following statement is trivial, but worthwhile to state explicitly.

Proposition 3.26. Let V,W be super 2-vector bundle over X, let V be of Morita class A and
W be of Morita class B. Then V⊗W is of Morita class A⊗B.

The next statement gives, in particular, another justification for the terminology “2-line
bundles”.

Proposition 3.27. Let X be a smooth manifold.
(a) Every semisimple super 2-vector bundle is fully dualizable in ss-s2VBdlk(X).
(b) A semisimple super 2-vector bundle is invertible in ss-s2VBdlk(X) if and only if it is a

super 2-line bundle.
(c) The following are equivalent for a super 2-vector bundle V:

1. V is dualizable in Grpd(s2VBdlk(X)).
2. V is fully dualizable in Grpd(s2VBdlk(X)).
3. V is invertible in Grpd(s2VBdlk(X)).
4. V is a super 2-line bundle.

Proof. One can construct from any super 2-vector bundle V a dual super 2-vector bundle V∗

in a completely natural way: if A is the super algebra bundle of V, then the opposite algebra
bundle Aop is the algebra bundle of V∗. For a detailed construction of V∗ we refer to [19, Rem.
2.1.14]. Similarly, it is unproblematic to construct evaluation and coevaluation 1-morphisms,
whose bimodule bundles have the underlying vector bundle A, considered as an (A ⊗ Aop)-k-
bimodule bundle and a k-(Aop ⊗A)-bimodule bundle, respectively. Since A is semisimple, these
bimodule bundles have adjoints by Proposition 2.11, and hence by (b), the corresponding 1-
morphisms in ss-s2Vectk(X) have adjoints, too. This shows (a). When A is central simple, then
by Proposition 2.11 and (a) we see that evaluation and coevaluation are invertible; this shows
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“if” of (b). The “only if” in (b) follows by restricting to connected components and looking at
the Morita class: if V is invertible, then by Proposition 3.26 and Lemma 3.2 its Morita class A
must be invertible, too; hence A is central simple and V is a line 2-bundle.
In (c), 1. – 3. are equivalent because Grpd(s2VBdlk(X)) is a 2-groupoid. The equivalence of 3.
and 4. is seen as in (b).

Remark 3.28. The inclusion sGrbk → ss-s2VBdlk of super line bundle gerbes, a well as the
inclusion ss-sAlgBdlbik → ss-s2VBdlk of semisimple super algebra bundles, are symmetric mo-
noidal.

The symmetric monoidal pre-2-stacks Grpd(sAlgBdlbik ) and ss-sAlgBdlbik have the direct sum
as a second symmetric monoidal structure (Remark 2.12), which induces analogously symmetric
monoidal structures on Grpd(s2VBdlk) and ss-s2VBdlk. The monoidal unit is the zero super
2-vector bundle O, which is the image of the zero super algebra bundle under the inclusion of
algebra bundles. Thus, it has the trivial cover idX , the zero algebra bundle, the zero bimodule
bundle (note that this is invertible as a bimodule bundle between zero algebras), and the zero
map. Note that, unlike the tensor unit I, the zero 2-vector bundle O is not a bundle gerbe.

The following statement is again obvious.

Lemma 3.29. Let V,W be super 2-vector bundle over X, let V be of Morita class A and W be
of Morita class B. Then, V⊕W is of Morita class A⊕B.

A perhaps stunning application of the direct sum is that – within 2-vector bundles – one may
now take the direct sum of two bundle gerbes. Recall that bundle gerbes are 2-line bundles and
have Morita class k. The direct sum of two bundle gerbes is of Morita class k ⊕ k and is hence
not a 2-line bundle anymore.

3.7 Endomorphisms and automorphisms If V is a super 2-vector bundle, then we write
End(V) := Hom(V,V) for the category of endomorphisms, which is monoidal under the compo-
sition. We first want to compute the endomorphisms of the trivial 2-vector bundle I.

We recall from Section 3.2 that we have fully faithful morphisms

BsVBdlk → sGrbk → s2LBdlk → s2VBdlk

of presheaves of bicategories, under which the trivial 2-vector bundle I is the image of the single
object ∗ in BsVBdlk. In particular, we have an equivalence of monoidal categories

sVBdlk(X) = EndBsVBdlk(∗) ∼= Ends2VBdlk(I).

We recall from Section 3.3 that we also have a fully faithful morphism

sAlgBdlbik → s2VBdlk

of presheaves of bicategories, under which the trivial 2-vector bundle I over a manifold X is the
image of the trivial super algebra bundle k over X. In particular, we have again an equivalence
of monoidal categories

sVBdlk(X) ∼= EndsAlgBdlbik
(k) ∼= Ends2VBdlk(I).

It is straightforward to see from the various definitions that both equivalences coincide, and
both give the same functor H : sVBdlk(X) → Ends2VBdlk(I): if V is a super vector bundle over
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X, then the corresponding 1-morphism HV : I → I has the identity surjective submersion on
Z := X ×X X ∼= X, it has the bimodule bundle V, on which the super algebra bundle k of I acts
fibrewise from both sides by scalar multiplication. Moreover, a morphism φ : V → W of super
vector bundles induces in a straightforward way a 2-morphism HV → HW . We summarize above
considerations in the following lemma.

Lemma 3.30. The functor H establishes an equivalence of monoidal categories

sVBdlk(X) ∼= End(I).

Now let V be any super 2-vector bundle over X, which we take to be semisimple at first.
Suppose E is a super vector bundle over X. Using the functor H and the tensor product in
ss-s2VBdlk, we define a 1-morphism HV(E) : V → V by

V ∼= V⊗ I
idV ⊗H(E)

// V⊗ I ∼= V.

Likewise, if φ : E1 → E2 is a morphism of super vector bundles, then we define 2-morphism
HV(φ) : HV(E1) ⇒ HV(E2) in the obvious way using ididV ⊗H(φ). This defines a monoidal
functor

HV : sVBdlk(X) → End(V),

which coincides in the case of V = I with the functor H.
Explicitly, if V = (π,A,M, µ) is the super 2-vector bundle, then the 1-morphism HV(E) has the
covering space Z := Y [2], the identity surjective submersion ζ := idZ , and the bimodule bundle
over Z is M⊗k E , where E is understood to be pulled back along the projection Z → X. The 2-
morphism HV(φ) : HV(E1) ⇒ HV(E2) is given by the intertwiner idM⊗φ : M⊗k E1 → M⊗k E2.
From this explicit description, it is clear that such a functor HV exists for any super vector
bundle V (not just semisimple ones), as the typical fibre M ⊗k E of M⊗k E is implementing if
M is; see [13, Ex. 3.1.5 (2)].

Lemma 3.31. The functor HV is faithful.

Proof. Suppose E1 and E2 are super vector bundles, and φ,φ′ : E1 → E2 are super vector
bundle homomorphisms. An equality HV(φ) = HV(φ

′) between 2-morphisms implies an equality
idM⊗φ1 = idM⊗φ2 between linear maps M ⊗k E1 → M ⊗k E2, and since these are finite-
dimensional vector spaces, this implies φ1 = φ2. This shows that HV is faithful.

Let us now specialize to automorphism 2-groups. We recall that a (weak) 2-group is a mo-
noidal groupoid in which every object is invertible with respect to the tensor product. One
example of a 2-group is Grpd(sLBdlk(X)), the groupoidification of the monoidal category of
super line bundles over X. The 2-group Grpd(sLBdlk(X)) is additionally symmetric monoidal,
i.e., a Picard groupoid.

If C is a bicategory, and c is an object in C, then its automorphism 2-group

Aut(c) := Grpd(End(c)×)

is obtained from the monoidal category End(c) by discarding all non-invertible objects (i.e., all
non-invertible 1-morphisms c → c), and by discarding all non-invertible morphisms (i.e., all
2-morphisms in C that are not invertible under vertical composition). Note that Aut(c) is in
general not symmetric monoidal.
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By this construction, every super 2-vector bundle V overX has an automorphism 2-group Aut(V).
For a general super 2-vector bundle, Lemma 3.31 implies that the functor HV induces a faithful
monoidal functor

Grpd(sLBdlk(X)) → Aut(V).

By Lemma 3.30, this functor is an equivalence in case of the trivial 2-vector bundle,

Grpd(sLBdlk(X)) ∼= Aut(I),

i.e., the automorphisms of I are precisely the super line bundles.
Furthermore, a result from the theory of bundle gerbes shows in fact that the automorphism

2-group of every line bundle gerbe G is LBdlk(X)grpd, see [32, Thm. 2.5.4]. The proof given
there generalizes in a straightforward way to the super case. Since the functor sGrbk → s2VBdlk
is fully faithful, this shows that we have another equivalence of 2-groups,

Grpd(sLBdlk(X)) ∼= Aut(G),

for every super line bundle gerbe G.

3.8 Equivariant 2-vector bundles As explained in [21, Prop. 2.8], presheaves (of bicate-
gories) on the category of smooth manifolds extend canonically to presheaves on the category of
Lie groupoids (with smooth functors). This holds, in particular, for super 2-vector bundles, so
that we automatically have a notion of super 2-vector bundles over Lie groupoids. In particu-
lar, this applies to action groupoids and hence leads automatically to the correct notion of an
equivariant super 2-vector bundle.

Let G be a Lie group and let ρ : G×X → X be a smooth action of G on a smooth manifold X.
The corresponding action groupoid X//G is a Lie groupoid with objects X, morphisms G×X,
source map prX : G×X → X, target map ρ, and composition (g2, g1x) ◦ (g1, x) := (g2g1, x).

Definition 3.32 (Equivariant 2-vector bundle). A G-equivariant super 2-vector bundle over X
is a super 2-vector bundle over the Lie groupoid X//G.

Spelling out the details on the basis of [21, Def. 2.5], a G-equivariant super 2-vector bundle
over X is a triple (V,P, ϕ) consisting of a super 2-vector bundle V over X, a 1-isomorphism
P : pr∗X V → ρ∗V of super 2-vector bundles over G×X, and a 2-isomorphism

ϕ : (id×ρ)∗P ◦ pr∗23 ρ∗P ⇒ (m× id)∗P

of 2-vector bundles over G2 × X, where m : G2 → G denotes the product of G, such that ϕ
satisfies a coherence condition over G3 ×X. This becomes more instructive when restricted to
single group elements: if g ∈ G, then pulling back P along X → G × X : x 7→ (g, x) yields a
1-isomorphism Pg : V → g∗V over X. Similarly, for two group elements g1, g2 ∈ G we obtain from
ϕ a 2-isomorphism ϕg1,g2 : g∗1Pg2 ◦ Pg1 ⇒ Pg1g2 over X, and the coherence condition becomes

ϕg1,g2g3 • (g∗1ϕg2,g3 ◦ id) = ϕg1g2,g3 • (id ◦ϕg1,g2).

As explained in [21, Def. 2.6], a whole bicategory s2VBdlGk (X) of G-equivariant super 2-vector
bundles can be constructed in a canonical way.
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Remark 3.33. The 1-isomorphism P in the structure of a G-equivariant super 2-vector bundle
may of course be (induced by) a refinement R, see Section 3.5. In this case, the 2-isomorphism ϕ

may be an equality, as refinements form a 1-category. Let us briefly spell out what such a strict
G-equivariant structure is; for this purpose we denote the involved structure by V = (π,A,M, µ)

and R = (ρ̃, φ, ϕ). First, ρ̃ induces a lift of theG-action along π : Y → X, and hence, G-actions on
all fibre products Y [k]. Second, φ induces a G-equivariant structure on the super algebra bundle
A over Y . Third, ϕ induces a compatible G-equivariant structure on the bimodule bundle M
over Y [2] in such a way that the intertwiner µ is G-equivariant. Summarizing, a G-equivariant
structure on a super 2-vector bundle V may in simple cases consist of lifts of the G-action to all
of its structure.

Maybe the most useful statement about equivariant structure is that it descends to quotients
whenever well-behaved quotients exist. In the present case, we have the following statement.

Theorem 3.34. Suppose a Lie group G acts freely and properly on a smooth manifold X. Then,
pullback along the projection X → X/G induces an equivalence of bicategories between super
2-vector bundles on X/G and G-equivariant super 2-vector bundles on X,

s2VBdlk(G/X) ∼= s2VBdlGk (X).

Proof. We derive this from the abstract theory developed in [21] and the fact that by our con-
struction, super 2-vector bundles form a 2-stack. Suppose F is a presheaf of bicategories on the
category of smooth manifolds; we will denote its canonical extension to Lie groupoids by the
same symbol. This is justified by the fact that, if X is a smooth manifold and Xdis denotes the
discrete Lie groupoid with objects X and only identity morphisms, then F(Xdis) ∼= F(X). Any
smooth functor F : X → Y between Lie groupoids induces a functor F ∗ : F(Y) → F(X) between
the corresponding bicategories. If F is a 2-stack, and F is a weak equivalence, then F ∗ is an
equivalence F(X) ∼= F(Y ) [21, Thm. 2.16]. Now, in the present situation we consider the evident
smooth functor X//G → (X/G)dis, which is a weak equivalence as the projection X → X/G is
a surjective submersion. Combining and evaluating these facts for the 2-stack s2VBdlk of super
2-vector bundles yields the claim.

4. Classification of 2-vector bundles

In this section, we classify super 2-vector bundles of a fixed Morita class A, see Definition 3.5.
Our classification is based on an idea of Pennig [24] and uses the automorphism 2-group of a
super algebra A. In the first two subsections, we neglect the monoidal structure and classify 2-
vector bundles up to isomorphism as a set. The monoidal structure is then added in Section 4.3.
Section 4.4 treats 2-line bundles, for which the classification simplifies.

4.1 Non-abelian cohomology for algebras Let A be a Picard-surjective super algebra
(see Section 2.1). In [13, §2.3] we have shown that the automorphism 2-group of A as an object
in the bicategory s2Vectk can be represented by a crossed module of Lie groups, denoted by
Aut(A). This crossed module will be central for the classification of super 2-vector bundles.
We refer to Section A for a quick recollection of crossed modules. The crossed module Aut(A)

consists of the Lie group A×
0 of even invertible elements of A and of the Lie group Aut(A) of

even automorphisms of A, together with the Lie group homomorphism i : A×
0 → Aut(A) that
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associates to an element a ∈ A×
0 the conjugation i(a) by a, and the action of Aut(A) on A×

0 by
evaluation.

The Čech cohomology of X with values in the crossed module Aut(A) is (see Definition A.2),

Ȟ1(X,Aut(A)) := h0(BAut(A)+(X)), (22)

i.e., we consider the Lie 2-groupoid BAut(A) with a single object that is associated to the crossed
module Aut(A), the presheaf of bicategories BAut(A) represented by BAut(A), apply the plus-
construction, evaluate on X, and then take the set of isomorphism classes of objects. Spelling
this out, see Section A, an element is represented with respect to an open cover {Uα}α∈A by a
pair (φ, a) where φ is a collection of smooth maps φαβ : Uα ∩Uβ → Aut(A) and a is a collection
of smooth maps aαβγ : Uα ∩ Uβ ∩ Uγ → A×

0 , such that the cocycle conditions

i(aαβγ) ◦ φβγ ◦ φαβ = φαγ and aαγδ · φγδ(aαβγ) = aαβδ · aβγδ (23)

are satisfied. Two cocycles (φ, a) and (φ′, a′) are equivalent, if, after passing to a common
refinement of the open covers, there exist smooth maps εα : Uα → Aut(A) and eαβ : Uα ∩ Uβ →
A× satisfying

i(eαβ) ◦ εβ ◦ φαβ = φ′
αβ ◦ εα and a′αβγ · φ′

βγ(eαβ) · eβγ = eαγ · εγ(aαβγ).

We note the following result about the Čech cohomology of Picard-surjective super algebras.

Proposition 4.1. Suppose A and B are Picard-surjective super algebras. Then, every invertible
A-B-bimodule induces a bijection Ȟ1(X,Aut(A)) ∼= Ȟ1(X,Aut(B)). In particular, these sets
coincide whenever A and B are Morita equivalent Picard surjective super algebras.

Proof. By [13, Prop 2.3.3], any invertible A-B-bimodule M determines an invertible butterfly
between the crossed modules Aut(A) and Aut(B), see Section A. Weak equivalences induce
bijections in cohomology, see Proposition A.5.

4.2 The classification Let A be a super algebra. We consider the presheaf of bicategories
A-sAlgBdlbi introduced in (1), consisting of super algebra bundles whose fibres are Morita equi-
valent to A, all implementing bimodule bundles and all even intertwiners. On the other hand,
we consider the presheaf of bicategories BAut(A) mentioned in Section 4.1. For a smooth ma-
nifold X, the bicategory BAut(A)(X) has a single object, the 1-morphisms are smooth maps
X → Aut(A), and the 2-morphisms are smooth maps X → A×

0 × Aut(A). Here, a pair (a, φ)

with a : X → A×
0 and φ : X → Aut(A), is a 2-morphism from x 7→ φ(x) to x 7→ i(a(x)) ◦ φ(x).

The vertical composition of 2-morphisms is (a2, φ2) ◦ (a1, φ1) := (a2a1, φ1). The horizontal com-
position of 1-morphisms is given by the group structure on Aut(A), and the one of 2-morphisms
is given by the semi-direct product (a2, φ2) · (a1, φ1) := (a2φ2(a)), φ2 ◦ φ1; see Section A for the
general description.

In the following, we describe a morphism

F : BAut(A) → A-sAlgBdlbi (24)

of presheaves of bicategories. Over a smooth manifoldX, it sends the unique object of BAut(A)(X)

to the trivial algebra bundle FX(∗) := A. It sends a 1-morphism, i.e., a smooth map φ : X →
Aut(A) to the (implementing) bimodule bundle FX(φ) := Mφ := Aφ (see Example 2.8). Fi-
nally, it sends a 2-morphism, i.e., a pair (a, φ) of a smooth map a : X → A× and a smooth map
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φ : X → Aut(A), to the intertwiner FX(a, φ) := ϕa,φ : Mφ → Mi(a)◦φ given in each fibre by the
canonical isomorphism

Aφx
∼= A⊗A Aφx

∼= Ai(a(x)) ⊗A Aφx
∼= Ai(a(x))◦φx

;

explicitly, ϕa,φ(x, b) := (x, ba−1).

Lemma 4.2. Above definitions yield a 2-functor FX : BAut(A)(X) → A-sAlgBdlbi(X).

Proof. FX preserves the composition of 1-morphisms under the compositor

Mφ2 ◦Mφ1
∼= Mφ2◦φ1 ,

given fibrewise by the map Aφ2 ⊗A Aφ1
∼= Aφ2◦φ1 : a ⊗ b 7→ aφ2(b). Moreover, FX preserves

the vertical composition of 2-morphisms because of the equality ϕa2,i(a1)◦φ ◦ ϕa1,φ = ϕa2a1,φ of
intertwiners, which follows immediately from the definition of ϕa,φ.
It is less obvious that FX preserves the horizontal composition of 2-morphisms. Consider two 2-
morphisms (a1, φ1) : φ1 ⇒ i(a1)◦φ1 and (a2, φ2) : φ2 ⇒ i(a2)◦φ2, whose horizontal composition
is, cf. Eq. (41):

(a2φ2(a1), φ2 ◦ φ1) : φ2 ◦ φ1 ⇒ i(a2φ2(a1)) ◦ φ2 ◦ φ1.

On the other side, we consider the images under FX , i.e., the intertwiners ϕa1,φ1 : Mφ1 →
Mi(a1)◦φ1

and ϕa2,φ2 : Mφ2 → Mi(a2)◦φ2
and their tensor product

ϕa2,φ2 ⊗ ϕa1,φ1 : Mφ2 ⊗A Mφ2 → Mi(a2)◦φ2
⊗A Mi(a1)◦φ1

.

The condition that this corresponds, under the compositors, to ϕa2φ2(a1),φ2◦φ1
is the commuta-

tivity of the diagram

Aφ2 ⊗A Aφ1
//

��

Ai(a2)◦φ2
⊗A Ai(a1)◦φ1

��

Aφ2◦φ1
// Ai(a2φ2(a1))◦φ2◦φ1

b⊗ c � //
_

��

ba−1
2 ⊗ ca−1

1_

��

bφ2(c)
� // bφ2(c)φ2(a1)

−1a−1
2 .

This is indeed commutative; this finishes the proof that FX is a 2-functor.

It is obvious that FX is compatible with the pullback along smooth maps between contractible
manifolds; hence X 7→ FX is indeed a morphism F of presheaves of bicategories.

Let Grpd(A-sAlgBdlbi) denote the 2-groupoidification of the presheaf of super algebra bun-
dles of Morita class A, obtained by discarding all non-invertible 1-morphisms and all non-
invertible intertwiners. By [13, Lemmas 2.1.3 and 4.2.8], the morphism F factors through the
inclusion Grpd(A-sAlgBdlbi) ⊆ A-sAlgBdlbi. We denote by cMfd ⊆ Mfd the full subcategory of
all smooth manifolds with all connected components contractible, and infer the following result.

Lemma 4.3. Suppose A is a Picard-surjective super algebra. Then, the morphism F of Eq. (24)
induces an isomorphism

BAut(A)|cMfd
∼= Grpd(A-sAlgBdlbi)|cMfd

between the restrictions of both presheaves to the subcategory cMfd ⊆ Mfd.
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Proof. It suffices to show that the 2-functor FX is an equivalence of bicategories whenever X
is contractible. That FX is essentially surjective comes from the fact that algebra bundles over
contractible manifolds are trivializable. This can be proved analogously to the corresponding
fact for vector bundles, see [12, Prop. 1.7 and Cor. 1.8]. Next we prove that the Hom-functor

FX(∗, ∗) : Aut(A)(X) → A-A-sBimBdl(X)×

is an equivalence of categories. Here, (..)× denotes the subcategory of invertible bimodule bundles
and invertible intertwiners, which appears here because of the 2-groupoidification. First of all,
by the same argument as before, every A-A-bimodule bundle is trivializable as a vector bundle
over the contractible manifold X, and hence, by Definition 2.7, of the form ϕMψ, where M is an
(invertible) A-A-bimodule and ϕ, ψ : X → Aut(A) are smooth maps. As A is Picard-surjective,
we have M ∼= Aφ0 for some φ0 ∈ Aut(A). We obtain an isomorphism of module bundles

ϕMψ
∼= ϕAφ0◦ψ

∼= Aϕ−1◦φ0◦ψ,

where the last isomorphism is obtained by applying the isomorphism of bimodules φA 7→ Aφ−1 ,
a 7→ φ−1(a) fibrewise. This shows that FX(∗, ∗) is essentially surjective. Finally, on the level of
2-morphisms, that FX is fully faithful follows from [13, Lemma 2.1.3 (d)].

If two presheaves of bicategories become isomorphic when restricted to the subcategory cMfd

of manifolds with contractible connected components, then the plus construction will associate
to them isomorphic presheaves. The reason for this is the existence of good open covers on
manifolds, in combination with Lemma 2.24. More precisely, let us denote by Fc+ a variant of
the plus construction in which the domains Y , Z, W of all surjective submersions that appear
in the description given in Section 2.3 are objects of cMfd. On one side, we obtain an evident
inclusion Fc+ → F+ of presheaves, and we claim that this is an isomorphism. For instance,
essential surjectivity follows from Lemma 2.24 by choosing a good open cover of X with local
sections into the surjective submersion π : Y → X of a given super 2-vector bundle. Analogous
considerations show essential surjectivity on the level of 1-morphisms and surjectivity on the
level of 2-morphisms. On the other side, the presheaf Fc+ evaluates the given presheaf F only
on objects of cMfd. This proves above claim, and thus, Lemma 4.3 implies the following result.

Proposition 4.4. Let A be a Picard-surjective super algebra. Then, the morphism F of Eq. (24)
induces an isomorphism of 2-stacks

BAut(A)+ ∼= Grpd(A-sAlgBdlbi)+.

Now we are in position to present our classification theorem.

Theorem 4.5. For any Picard-surjective super algebra A, there is a canonical bijection

h0(A-s2VBdl(X)) ∼= Ȟ1(X,Aut(A)).

In other words, super 2-vector bundles over X of Morita class A are classified by the Čech
cohomology of X with values in the crossed module Aut(A).

Proof. We note that

h0(A-s2VBdl(X)) = h0((A-sAlgBdlbi)+(X))

= h0(Grpd((A-sAlgBdlbi)+(X)))

= h0(Grpd(A-sAlgBdlbi)+(X)),
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where the first equality holds by definition of super 2-vector bundles, and the second holds be-
cause 2-groupoidification preserves the set of isomorphism classes of objects, and the third holds
because 2-groupoidification commutes with the plus construction (this follows from Lemma 2.20).
The claim follows then from Proposition 4.4 and Eq. (22).

Remark 4.6. The condition of being Picard-surjective can be achieved at any time by passing
to a Morita equivalent super algebra: this is possible because every super algebra is Morita
equivalent to a Picard-surjective one ([13, Prop. A.2]) and h0(A-s2VBdl(X)) is Morita invariant
by Lemma 3.2.

A result of Baez and Stevenson [6] shows that the geometric realization |Γ| of (the Lie 2-group
associated to) a crossed module Γ is a topological group, whose classifying space B|Γ| represents
the cohomology with values in Γ,

Ȟ1(X,Γ) ∼= [X,B|Γ|].

Combining this with Theorem 4.5, we obtain the following.

Corollary 4.7. For any Picard-surjective super algebra A, B|Aut(A)| is a classifying space for
super 2-vector bundles of Morita class A.

For the convenience of the reader, we shall spell out explicitly procedures that realize the
bijection of Theorem 4.5, obtained by passing through all intermediate steps described above.
Given a cocycle (φ, a) in Ȟ1(X,Aut(A)), we construct the following super 2-vector bundle over
X. Its surjective submersion Y is the disjoint union of the open sets Uα of the cover on which
(φ, a) is defined. The algebra bundle is the trivial algebra bundle A over Y . Over Y [2], which is
the disjoint union of double intersections Uα∩Uβ , we have the map φ : Y [2] → Aut(A), to which
we associate the bimodule bundle Aφ, the fibre of which is Aφx . Over Y [3], we have the three
automorphisms φ12, φ23 and φ13 defined by φij := pr∗ij φ, and we have i(a) ◦ φ23 ◦ φ12 = φ13

due to the cocycle condition, where a : Y [3] → A×. At each point, a defines an invertible even
intertwiner of A-A-bimodules

Aφ23
⊗A Aφ12

∼= Aφ23◦φ12
∼= A⊗A Aφ23◦φ12

∼= Ai(a) ⊗A Aφ23◦φ12
∼= Ai(a)◦φ23◦φ12

∼= Aφ13
.

These form the required associative intertwiner µ : Aφ23
⊗A Aφ12

→ Aφ13
of bimodule bundles

over Y [3].
Conversely, given a super 2-vector bundle V = (π,A,M, µ) in A-s2VBdl(X), we may first pass

via Proposition 2.25 to an isomorphic one where A and M are trivial in the sense of Remark 2.6
and Example 2.8. On each connected component Xi, the trivial super algebra bundle has a
typical fibre Ai which is Morita equivalent to A. Choosing invertible A-Ai-bimodules Mi, one
can construct a 1-isomorphism that takes us to a super 2-vector bundle whose super algebra
bundle is the trivial bundle A over Y and whose bimodule bundle is still trivial. Because of
Picard-surjectivity of A, we may then identify the bimodule bundle with Aφ, where φ is a map
φ : Y [2] → Aut(A) (see the argument in the proof of Lemma 4.3). We write again φij := pr∗ij φ.
Over Y [3], we obtain an invertible even intertwiner

µ : Aφ23
⊗A Aφ12

→ Aφ13

of A-A-bimodule bundles. Under the isomorphism Aφ23
⊗A Aφ12

∼= Aφ23◦φ12
, this becomes an

even intertwiner Aφ23◦φ12
∼= Aφ13

which by [13, Lemma 2.1.3 (d)] corresponds to a unique smooth
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map a : Y [3] → A× such that i(a) ◦ φ23 ◦ φ12 = φ13. Finally, using Lemma 2.24 one can now
achieve that Y is the disjoint union of open sets; then, (φ, a) is a cocycle representing the class
of V in Ȟ1(X,Aut(A)).

Remark 4.8. Ungraded algebras are rarely Picard surjective when regarded as super algebras
concentrated in even degrees. For that reason, one cannot simply apply the results of this section
to ungraded algebras. However, one can proceed in close analogy. An ungraded algebra is called
ungraded Picard-surjective in the sense that every ungraded invertible A-A-bimodule is induced
from an automorphism of A. The presheaf morphism F becomes a morphism

F : BAut(A) → A-AlgBdlbi

to ungraded algebra bundles. The ungraded analogue of Lemma 4.3 holds, and hence Proposi-
tion 4.4 has as an ungraded analogue an isomorphism

BAut(A)+ ∼= Grpd(A-AlgBdlbi)+.

We obtain a classification result analogous to Theorem 4.5,

h0(A-2VBdl(X)) ∼= Ȟ1(X,Aut(A)).

Likewise, B|Aut(A)| is a classifying space for ungraded 2-vector bundles.

To close this section, we discuss the canonical inclusion BZ(A)×0 → Aut(A), its induced
map in cohomology, and its geometric interpretation by super 2-vector bundles. Here, BZ(A)×0
denotes the crossed module Z(A)×0 → ∗, with the trivial action. The inclusion BZ(A)×0 →
Aut(A) is the strict homomorphism of crossed modules given by the inclusion Z(A)×0 ⊆ A×

0 .
Note that the cohomology with values in the crossed module BZ(A)×0 is the ordinary degree two
Čech cohomology with values in the sheaf of smooth Z(A)×0 -valued functions (see Remark A.3).
Thus, the map induced by BZ(A)×0 → Aut(A) is a map

Ȟ2(X,Z(A)×0 ) → Ȟ1(X,Aut(A)),

and it sends a Čech cocycle aαβγ : Uα ∩ Uβ ∩ Uγ → Z(A)×0 to the Aut(A)-cocycle (1, a).
For any abelian Lie group K, the cohomology group Ȟ2(X,K) classifies K-principal bundle

gerbes over X. These are principal bundle versions of the bundle gerbes discussed in Section 3.2,
and defined as

GrbK := B(K-Bdl)+,

where K-Bdl is the monoidal stack of principal K-bundles. In our case, K = Z(A)×0 comes with
a monoidal functor

Z(A)×0 -Bdl(X) → A-A-sBimBdl(X),

obtained by associating to a principal Z(A)×0 -bundle Z the vector bundle Z ×Z(A)×0
A, which

becomes a bundle of A-A-bimodules in the obvious way. In turn, we obtain a morphism of
presheaves B(Z(A)×0 -Bdl) → A-sAlgBdlbi, which under the plus construction yields a morphism

GrbZ(A)×0
→ A-s2VBdl, (25)

for any super algebra A. In particular, if A is central (i.e., Z(A)×0 = k×) this 2-functor coin-
cides with the 2-functor Eq. (16). The following result follows directly from either the cocycle
description or the abstract stackification procedure.
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Proposition 4.9. Let A be a Picard-surjective super algebra. The map in cohomology induced by
the inclusion BZ(A)×0 → Aut(A) corresponds to the 2-functor (25) that sends principal Z(A)×0 -
bundle gerbes to super 2-vector bundles. In other words, the diagram

h0(GrbZ(A)×0
(X))

∼=
��

// h0(A-s2VBdlk(X))

∼=
��

Ȟ2(X,Z(A)×0 )
// Ȟ1(X,Aut(A))

is commutative.

4.3 Monoidal structure Let A and B be super algebras. There is a strict homomorphism

m : Aut(A)×Aut(B) → Aut(A⊗B) (26)

of crossed modules, given by the maps

A×
0 ×B×

0 → (A⊗B)×0 ; (a, b) 7→ a⊗ b

Aut(A)×Aut(B) → Aut(A⊗B); (φ1, φ2) 7→ φ1 ⊗ φ2

It induces a map in cohomology,

Ȟ1(X,Aut(A))× Ȟ1(X,Aut(B)) → Ȟ1(X,Aut(A⊗B)). (27)

We want to show that this map corresponds to the tensor product of super 2-vector bundles.
We claim that the presheaf morphism

F : BAut(A) → A-sAlgBdlbi

of (24) is compatible with the tensor product of super algebras, in the sense that the diagram

BAut(A)×BAut(B)

F×F
��

BM // BAut(A⊗B)

F
��

A-sAlgBdlbi ×B-sAlgBdlbi ⊗
// (A⊗B)-sAlgBdlbi

(28)

of presheaves of bicategories is (strictly!) commutative. On the level of objects, this is clear. On
the level of 1-morphisms, the diagram commutes since Aφ1

⊗kBφ2
= (A⊗kB)φ1⊗φ2 (the identity

on A ⊗ B is an intertwiner). On the level of 2-morphisms, the diagram commutes because the
intertwiner ϕa,φ in the definition of F on 2-morphisms satisfies (by inspection) the identity

ϕa,φA ⊗ ϕb,φB
= ϕa⊗b,φA⊗φB

;

this is precisely the coincidence between clockwise and counter-clockwise directions.

Proposition 4.10. For any pair of super algebras A and B, the diagram

Ȟ1(X,Aut(A))× Ȟ1(X,Aut(B))

F×F
��

// Ȟ1(X,Aut(A⊗B))

F
��

h0(A-s2VBdl(X))× h0(B-s2VBdl(X)) // h0((A⊗B)-s2VBdl(X))

is commutative.

Proof. In view of Definition A.2, the commutativity of the diagram then follows from applying
the (functorial) plus-construction to the diagram (28) and passing to isomorphism classes.
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4.4 Classification of super 2-line bundles A central simple super algebra has by definition
Z(A)×0 = k×, and Pic(A) = Z2, with representatives given by A and ΠA, see [13, Remark 2.2.5
(1)]. We consider the trivial crossed module k× → Z2, which is given by the zero map and the
trivial action of Z2 on k×. It can be written as a direct product crossed module Bk× × (Z2)dis.

Lemma 4.11. If A is a Picard-surjective central simple super algebra over k, then there is a
bijection

Ȟ1(X,Aut(A)) ∼= H1(X,Z2)× Ȟ2(X, k×). (29)

Proof. By [13, Prop. 2.3.4] there is a canonical weak equivalence Aut(A) ∼= Bk×× (Z2)dis, whose
definition we recall briefly. It is established by a butterfly (see Section A)

k×

0

��

i1

  

A×
0

i2

{{
c

��

K

p2
##

p1
~~

Z2 Aut(A).

(30)

Here, K consists of triples (ε, u, ϕ) ∈ Z2 × GL(A) × Aut(A) where u : ϵA → Aϕ is an even
invertible intertwiner of A-A-bimodules, with

ϵA =

{
A ϵ = 0

ΠA ϵ = 1.
(31)

The group homomorphisms i1 and i2 are defined by i1(λ) := (0, λ, id) and i2(a) := (0, ra−1 , i(a)),
where ra : A → A is right multiplication by a. The group homomorphisms p1 and p2 are the
projections to ε and ϕ, respectively. Given this butterfly, Proposition A.5 shows the claim.

Remark 4.12. On the level of cocycles, the bijection

Ȟ1(X,Aut(A)) ∼= H1(X,Z2)× Ȟ2(X, k×) (32)

is obtained as follows, see Section A. Recall that with respect to an open cover {Uα}α∈I , an
element in Ȟ1(X,Aut(A)) is represented by a pair (φ, a) where φ is a collection of smooth maps
φαβ : Uα ∩ Uβ → Aut(A) and a is a collection of smooth maps aαβγ : Uα ∩ Uβ ∩ Uγ → A×

0 ,
such that the cocycle conditions (23) are satisfied. By passing to a smaller open cover, we may
assume that there are smooth maps ϵαβ : Uα ∩Uβ → Z2 and uαβ : Uα ∩Uβ → GL(A), such that
uαβ(x) : ϵαβ(x)A → Aφαβ(x) (in the notation of Eq. (31)) intertwines the A-A-bimodule action
at each x ∈ Uα∩Uβ . Then ϵαβ is a 2-cocycle and gives the class in H1(X,Z2), and the linear map
uαγ ◦u−1

αβ ◦u
−1
βγ ◦ rααβγ

: A→ A is scalar multiplication by an element λαβγ : Uα∩Uβ ∩Uγ → k×,
which is a 3-cocycle and gives the class in H2(X, k×).

Next, we investigate how the bijection of Lemma 4.11 is compatible with the tensor product
of super algebras. We recall that the tensor product of central simple algebras is again central
simple, and note that the tensor product of Picard-surjective central simple super algebras is
again Picard-surjective ([13, Lemma A.1]).
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Lemma 4.13. Let A and B Picard-surjective central simple super algebras. Then, the diagram

Ȟ1(X,Aut(A))× Ȟ1(X,Aut(B))

��

// Ȟ1(X,Aut(A⊗B))

��

(H1(X,Z2)× Ȟ2(X, k×))× (H1(X,Z2)× Ȟ2(X, k×)) // H1(X,Z2)× Ȟ2(X, k×)

is commutative, where the vertical arrows are the bijections of Lemma 4.11, the arrow on the
top is the multiplication map of Eq. (27), and the map on the bottom is defined, similarly as in
Theorem 2.13, by

((α1, α2), (β1, β2)) 7→ (α1 + β1, (−1)α1∪β1α2β2). (33)

Proof. We prove this on the level of cocycles. Suppose (φ, a) and (φ′, a′) represent elements in
Ȟ1(X,Aut(A)) and Ȟ1(X,Aut(B)), respectively, with respect to the same open cover. We first
perform the counter-clockwise calculation.
We work in the notation of the proof of Lemma 4.11 and Remark 4.12. We consider ϵαβ, ϵ′αβ : Uα∩
Uβ → Z2 as well as uαβ : Uα∩Uβ → GL(A) and u′αβ : Uα∩Uβ → GL(B) such that (ϵαβ, uαβ, φαβ)
lifts φαβ to KA and (ϵ′αβ, u

′
αβ, φαβ) lifts φ′

αβ to KB. Here, KA and KB are the Lie groups in the
middle of the butterflies (30) belonging to A and B, respectively. We recall from Remark 4.12
that the homomorphism uαγ ◦ u−1

αβ ◦ u−1
βγ ◦ raαβγ

: A → A is scalar multiplication by a unique
smooth map element λαβγ : Uα ∩ Uβ ∩ Uγ → k×, and that (ϵ, λ) is the image of (φ, a) under the
identification (29). The same holds for the primed quantities. The product of (ϵ, λ) with (ϵ′, λ′)

is (ϵ+ ϵ′, (−1)ϵ∪ϵ
′
λλ′), this is the result of the counter-clockwise calculation. We recall from the

definition of the cup product in Čech cohomology that ((−1)ϵ∪ϵ
′
λλ′)αβγ = (−1)ϵαβϵ

′
βγλαβγλ

′
αβγ .

Clockwise, we consider the product (φ ⊗ φ′, a ⊗ a′) under the strict homomorphism m in (26).
We have a map

KA ×KB → KA⊗B

defined by

((εA, uA, φA), (εB, uB, φB)) 7→ (εA + εB, uA ⊗ (ηεA ◦ uB), φA ⊗ φB),

where ηεA : B → B is defined by b 7→ (−1)εA|b|b. The image of our previously chosen lifts
(φαβ, εαβ, uαβ) and (φαβ, εαβ, uαβ) under this map has φαβ ⊗φ′

αβ in the first component, which
shows that it provides a correct lift. In the second component, it has εαβ + ε′αβ , which shows
that our diagram is commutative in its H1(X,Z2)-factor. In the third component, it has the
homomorphism vαβ := uαβ ⊗ (ηεαβ

◦ u′αβ). We need to compute the homomorphism

vαγ ◦ v−1
αβ ◦ v−1

βγ ◦ raαβγ⊗a′αβγ
: A⊗B → A⊗B.

In the first tensor factor, this is just uαγ ◦ u−1
αβ ◦ u

−1
βγ ◦ raαβγ

and hence scalar multiplication with
λαβγ . In the second factor we compute

(ηεαγ ◦ u′αγ ◦ u′−1
αβ ◦ η−1

εαβ
◦ u′−1

βγ ◦ η−1
εβγ

)(b)

= (−1)εβγ |b|(ηεαγ ◦ u′αγ ◦ u′−1
αβ ◦ η−1

εαβ
)(u′−1

βγ (b))

= (−1)εβγ |b|+εαβ(|b|+ε′βγ)ηεαγ ((u
′
αγ ◦ u′−1

αβ ◦ u′−1
βγ )(b))

= (−1)εβγ |b|+εαβ(|b|+ε′βγ)+εαγ(|b|+ε′βγ+ε
′
αβ+ε

′
αγ)(u′αγ ◦ u′−1

αβ ◦ u′−1
βγ )(b)

= (−1)εαβε
′
βγ (u′αγ ◦ u′−1

αβ ◦ u′−1
βγ )(b),
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where the last step uses the cocycle conditions for ε and ε′. This shows that we get (−1)εαβε
′
βγλ′αβγ

in the second factor. This completes the proof that the diagram is commutative.

The above results can be used to classify all super 2-line bundles, and the result is the
following.

Theorem 4.14. For any manifold X, the set h0(s2LBdlk(X)) of isomorphism classes of super
2-line bundles over X forms an abelian group, and there is a canonical isomorphism of groups

h0(s2LBdlk(X)) ∼= H0(X,BWk)×H1(X,Z2)× Ȟ2(X, k×) (34)

with respect to the group structure (12). Moreover, this group isomorphism extends the Donovan-
Karoubi classification of central simple super algebra bundles. In other words, the diagram

h0(cs-sAlgBdlbi(X))

Donovan-Karoubi, Theorem 2.13
��

Eq. (17)
// h0(s2LBdlk(X))

(34)
��

H0(X,BWk)× Ȟ1(X,Z2)× Tor(Ȟ2(X, k×)) �
�

// H0(X,BWk)× Ȟ1(X,Z2)× Ȟ2(X, k×).

of groups and group homomorphisms is commutative.

Theorem 4.14 is also a result of Mertsch’s PhD thesis [19, Thm. 2.2.6], obtained there by
explicitly extracting cocycles from 2-line bundles (called “algebra bundle gerbes” there) and a
reconstruction procedure. Here we have presented it as a consequence of our more general
classification result Theorem 4.5 and our computations of Čech cohomology groups.

Proof. If A is a Picard-surjective central simple super algebra, combining the classification result
of Theorem 4.5 with Lemma 4.11, we obtain a bijection

h0(A-s2VBdl(X)) ∼= Ȟ1(X,Z2)× Ȟ2(X, k×).

Since every super 2-line bundle over a connected manifold has a unique Morita class (Lemma 3.2)
and each Morita equivalence class has a Picard-surjective representative ([13, Prop. A.2]), we
have for a connected smooth manifold X

h0(s2LBdlk(X)) =
∐

[A]∈BWk

h0(A-s2VBdlk(X)).

Combining these two results, we obtain a bijection

h0(s2LBdlk(X)) ∼= BWk ×H1(X,Z2)× Ȟ2(X, k×).

Over a general, not necessarily connected, manifold X this gives a bijection

h0(s2LBdlk(X)) ∼= H0(X,BWk)×H1(X,Z2)× Ȟ2(X, k×).

Lemma 4.13 and Proposition 4.10 imply then that this bijection becomes a homomorphism of
monoids, upon declaring the monoid structure on the right hand side to be given by the formula
(12), extending (33). Indeed, one can check by an explicit calculation that the inclusion of super
algebra bundles into super 2-line bundles via the functor (17) of Section 3.3 corresponds precisely
to this inclusion of groups.
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In the remainder of this subsection we derive some consequences of Theorem 4.14. First of
all, we remark the following fact about elements of a group.

Corollary 4.15. Every super 2-line bundle is invertible with respect to the tensor product.

Next we look at the relation with super algebra bundles. In case of k = R, we see that all
elements of Ȟ2(X, k×) ∼= H2(X,Z2) are torsion, so that the map at the bottom of the diagram in
Theorem 4.14 is the identity. This means that the plus construction, by which we passed from
central simple algebra bundles to super 2-line bundles, has, up to isomorphism, not added any
new objects. Hence we have the following.

Corollary 4.16. The pre-2-stack cs-sAlgBdlbiR of real central simple super algebra bundles is a
2-stack, and the canonical inclusion

cs-sAlgBdlbiR → s2LBdlR

is an isomorphism of 2-stacks.

In spite of Corollary 4.16, it still makes sense to use the bigger bicategory s2LBdlR compared
to cs-sAlgBdlbiR . For example, R-bundle gerbes are elements in s2LBdlR but do not determine
canonical algebra bundles.

Remark 4.17. In case of k = C, we see that the classification of complex super 2-line bundles
does not coincide with the classification of the bicategory of algebra bundles: super 2-line bun-
dles may represent non-torsion elements in Ȟ2(X,C×) ∼= H3(X,Z). This shows that the plus
construction has added new objects, and it shows again that cs-sAlgBdlbiC is not a 2-stack.

The next consequences of Theorem 4.14 concern the relation between line 2-bundles, bundle
gerbes, and algebra bundles, which are all objects in the bicategory of super 2-line bundles. First
of all, we have the following obvious statement.

Corollary 4.18. Let L be a super 2-line bundle. Then, L is an ordinary super algebra bundle
(i.e., L ∼= A for a central simple super algebra bundle A) if and only if the class of L in Ȟ2(X, k×)

is torsion.

Since super bundle gerbes are in particular super line 2-bundles, we have as a special case of
Corollary 4.18 the following result.

Corollary 4.19. Let G be a super bundle gerbe. Then, G is isomorphic to a super algebra bundle
(as super 2-vector bundles) if and only if the Dixmier-Douady class of G is torsion.

Finally, using the group structure in Theorem 4.14, the following becomes true.

Corollary 4.20. Let L be a super 2-line bundle. Then, L ∼= A ⊗ G for a central simple super
algebra bundle A and a super line bundle gerbe G.

5. Algebra bundles and lifting gerbes

In this section, we give several examples for 2-vector bundles and corresponding morphisms which
fit in the following abstract setup. Let G be a Lie group, let Z be an abelian Lie group, and let
Z → Ĝ

ρ→ G be a central extension. Let π : P → X be a principal G-bundle over a manifold
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X. A natural question is then whether the structure group of P can be lifted to Ĝ; in other
words, we ask for a Ĝ-principal bundle P̂ → X together with a fibre-preserving map ρP : P̂ → P

that intertwines the group actions (along ρ : Ĝ → G). To answer this question, one considers
the associated lifting gerbe GP , which is the principal Z-bundle gerbe schematically depicted as
follows.

GP =



δ∗Ĝ //

��

Ĝ

��

P

π
��

P [2] δ //

pr2
oo

pr1oo G

X


(35)

Here, δ : P [2] → G is the map determined by requiring

p2 · δ(p1, p2) = p1.

Explicitly, the fibres (δ∗Ĝ)p1,p2 consist of all ĝ ∈ Ĝ with ρ(ĝ) = δ(p1, p2). The bundle gerbe
product

µ : (δ∗Ĝ)p2,p3 ⊗ (δ∗Ĝ)p1,p2 → (δ∗Ĝ)p1,p3

over P [3], which is not depicted in (35), is just given by group multiplication in Ĝ, observing
that if ĝ12 ∈ (δ∗Ĝ)p1,p2 and ĝ23 ∈ (δ∗Ĝ)p2,p3 , then ĝ23 · ĝ12 ∈ (δ∗Ĝ)p1,p3 . The lifting theory of
Murray, see [20, Section 4], tells us that a lift of the structure group exists if and only if GP is
trivializable, and the category of lifts is equivalent to the category of trivializations of GP , see
[34, Thm. 2.1]. In other words, there is an equivalence of categories,{

Lifts of P to a
principal Ĝ-bundle

}
∼=

{
Z-bundle gerbe

trivializations of GP

}
. (36)

In the following we suppose that Z ⊆ k× for k = R or C. Then, the principal bundle gerbe GP
induces a line bundle gerbe LP , with the same surjective submersion, π : P → X, the associated
line bundle LĜ := δ∗Ĝ×Z k over P [2], and the induced bundle morphism µ̃ := µ×Z idk. Under
Proposition 3.8 we may regard LP as a (ungraded) 2-vector bundle, and it is clear that it is even
a 2-line bundle.

Definition 5.1. The 2-line bundle LP defined above is called the lifting 2-line bundle associated
to the central extension Z → Ĝ

ρ→ G, the principal G-bundle P , and the inclusion Z ⊆ k×.

Repeating the associated line bundle construction, any trivialization of the lifting gerbe GP

induces a trivialization of the lifting 2-line bundle LP , i.e., an isomorphism LP → I. This defines
a functor {

Z-bundle gerbe
trivializations of GP

}
→ Iso2VBdlk(X)(LP , I). (37)

This functor is usually not an equivalence of categories. For example, unless Z = k×, it is not
full. However, the following statement holds.

Lemma 5.2. If the inclusion Z ⊆ k× induces a isomorphisms in Čech cohomology in degrees
one and two, i.e. Ȟ1(X,Z) ∼= Ȟ1(X, k×) and Ȟ2(X,Z) ∼= Ȟ2(X, k×), then the above functor
induces a bijection

h0

{
Lifts of P to a

principal Ĝ-bundle

}
∼= h0(Iso2VBdlk(X)(LP , I)).
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Proof. The condition Ȟ2(X,Z) ∼= Ȟ2(X, k×) shows that LP is trivializable if and only if GP is
trivializable. Suppose now that both GP and LP are trivializable (otherwise, there is nothing to
show). Taking isomorphism classes in (37), we obtain a map

h0

{
Z-bundle gerbe

trivializations of GP

}
→ h0(Iso2VBdlk(X)(LP , I)), (38)

and by (36), it suffices to establish that this map is a bijection.
It is well-known that the categories in Eq. (37) are module categories over the monoidal

categories Z-Bdl(X) of principal Z-bundles and LBdlk(X) of line bundles, respectively. Also,
the functor Eq. (37) is equivariant along the associated line bundle construction Z-Bdl(X) →
LBdlk(X). On the level of isomorphism classes, this implies that the map (38) is equivariant
along the group homomorphism h0(Z-Bdl(X)) → h0LBdlk(X). Moreover, it is also well-known
that the actions are free and transitive on the level of isomorphism classes. Now, since

Ȟ1(X,Z) ∼= h0(Z-Bdl(X)), and H1(X, k×) ∼= h0(LBdlk(X)),

our first assumption Ȟ1(X,Z) ∼= Ȟ1(X, k×) shows that Eq. (38) is an equivariant map between
(non-empty) torsors over the same group. But an equivariant map between torsors is a bijection.

Remark 5.3. The assumptions of Lemma 5.2 are satisfied for Z2 ⊆ R× and U(1) ⊆ C×.

Under the assumptions of Lemma 5.2 we may view the 2-line bundle LP as the obstruction
against lifts of P . It is then natural to ask if LP is isomorphic to a super algebra bundle, i.e., if
the lifting obstruction can also be described by a super algebra bundle over X. By Corollary 4.18
we know that this is the case if and only if the class of LP in Ȟ2(X, k×), and hence, the Dixmier-
Douady class of GP , are torsion. A recent paper of Roberts [26] indeed shows that most lifting
gerbes are torsion, for instance, whenever X is connected and π1(X) is finite.

In this section, we consider the problem of constructing a super algebra bundle A that is
isomorphic to the lifting 2-line bundle LP in the bicategory of 2-line bundles, together with an
isomorphism LP ∼= A. An important ingredient to our solution of this problem is the follow-
ing notion, which already turned out to be useful in an infinite-dimensional setting, see [16,
Def. 2.2.12, §2.5].

Definition 5.4 (Equivariant module). Suppose A is an algebra on which a Lie group G acts by
algebra automorphisms. Suppose Z → Ĝ→ G is a central extension with Z ⊆ k×. An A-module
F is called Ĝ-equivariant if it is equipped with an even linear action of Ĝ such that Z ⊆ Ĝ acts
by scalar multiplication, and such that the condition

g · (a ▷ v) = g(a) ▷ (g · v) (39)

is satisfied for all v ∈ F , a ∈ A and g ∈ G.

Example 5.5. Let A be a central algebra (for example Mn(k)). Let Inn(A) be the group of
inner automorphisms of A, which admits a central extension

k× → A× → Inn(A).

Then, any A-module F is automatically A×-equivariant in the sense of Definition 5.4.
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More examples for Definition 5.4 will be given in the applications below. We shall first explain
how Definition 5.4 is used to construct an algebra bundle A and an isomorphism LP ∼= A.

Given a Ĝ-equivariant A-module F as in Definition 5.4, we first construct a GP -twisted vector
bundle denoted F = (F , ϕ), in the sense explained in Section 3.2. Its vector bundle over P is the
trivial bundle F := F . The bundle morphism over P [2],

ϕ : pr∗2F ⊗ LĜ → pr∗1F ,

is defined over a point (p1, p2) ∈ P [2] by

ϕp1,p2 : Fp2 ⊗ (LĜ)p1,p2 → Fp1 , (p2, v)⊗ [ĝ, λ] 7→ (p1, λĝv).

It is straightforward to show that this is a well-defined, smooth bundle morphism and fits into the
required commutative diagram Eq. (15). Note, in particular, that well-definedness of ϕ requires
the condition that Z ⊆ k× acts by scalar multiplication.
Next, we define an algebra bundle over X, namely, the associated bundle

A := P ×G A.

We upgrade F = (F , ϕ) to an LP -twisted A-module bundle (Definition 3.16), using condition
Eq. (39) on our representations. For this purpose, we define on F the left π∗A-module bundle
structure defined fibrewise at p ∈ P over x ∈ X by Ax ⊗ Fp → Fp : ([p, a], (p, v)) 7→ (p, a ▷ v).
Again, it is straightforward to show that this gives a well-defined smooth bundle morphism, and
that ϕ is A-linear; this completes the construction of a LP -twisted A-module bundle F. By
Lemma 3.17 the category of LP -twisted A-module bundles and the category of 1-morphisms
LP → A are canonically isomorphic; this allows us to see F as a 1-morphism F : LP → A. Let
us summarize this and state some properties.

Theorem 5.6. Let Z → Ĝ → G be a central extension of a Lie group G, with Z ⊆ k×. Let P
be a principal G-bundle over X, let A be an algebra on which G acts by algebra automorphisms,
and let F be a Ĝ-equivariant A-module. Let LP be the lifting 2-line bundle and A := P ×G A be
the associated algebra bundle. Then, the 1-morphism

F : LP → A

of 2-vector bundles over X is an isomorphism, LP ∼= A, if and only if F is a Morita equiva-
lence between A and k. In this case, F induces a canonical equivalence between the category of
trivializations of LP and the category of invertible A-k-bimodule bundles.

Proof. Lemma 3.17 shows that F is invertible if and only if the fibres of F are Morita equivalences;
here, these fibres are all F . Finally, composition with the isomorphism F : GP → A yields an
equivalence of categories of 1-isomorphisms

Iso2VBdlk(X)(A, I) ∼= Iso2VBdlk(X)(LP , I). (40)

By the fully faithful inclusion of super algebra bundles (Section 3.3), the left hand side is equi-
valent to the category of invertible left A-module bundles.

Corollary 5.7. If the assumptions of Lemma 5.2 hold, then we obtain a bijection

h0

{
Lifts of P to a

principal Ĝ-bundle

}
∼= h0

{
invertible

A-k-bimodule bundles

}
.
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Proof. Lemma 5.2 states that the isomorphism classes of lifts of P are in bijection with the
category of trivializations of LP . But by Theorem 5.6, isomorphism classes of these are in
bijection with the set of isomorphism classes of invertible A-k-bimodule bundles.

We now discuss several applications of this theorem. The first examples come from classical
spin geometry. First, let G = Od act on the real Clifford algebra A = Cld⊗Cl−d ∼= Cld⊗Clopd
via its standard action on the first factor only. We may consider F = Cld as an A-module in the
obvious way (i.e., Cld and Cl−d act by left- and right multiplication respectively), and note that
it is a Morita equivalence to the ground field k = R. The group Ĝ = Pin−d ⊆ Cld is a central
extension

Z2 → Pin−d → Od

and Pin−d acts on F by left multiplication. It is straightforward to check that this turns F into
a Pin−d -equivariant A-module. We obtain from Theorem 5.6 the following result.

Corollary 5.8. Let X be a Riemannian manifold and let LPin−d
Od

(X) be the lifting 2-line bundle
for lifting the structure group of the frame bundle from Od to Pin−d . Then, we have a canonical
1-isomorphism of 2-vector bundles

L
Pin−d
Od

(X) ∼= Cl(TX)⊗ Cl−d .

Since the inclusion Z2 ⊆ R satisfies the assumptions of Lemma 5.2, the second part of
Theorem 5.6 gives in the present situation a new proof of the well-known fact that isomorphism
classes of Pin−d -structures on X are in bijection with isomorphism classes of invertible (Cl(TX)⊗
Cl−d)-module bundles. The advantage of our new proof is that this abstract bijection is exhibited
as an equivalence between Hom-categories in a single bicategory, established by composition with
a fixed 1-isomorphism. Passing through our constructions, it turns out that this sends a Pin−d -
structure on X to the real spinor bundle of Lawson and Michelsohn [17]. In case that X is
oriented, in which case the structure group of the frame bundle is already reduced to SOd, there
is a variation of this statement where G = SOd and Ĝ = Spind. In this case, we have an analogous
statement for the obstruction gerbe for the lift from SOd to Spind, which reads

L
Spind
SOd

(X) ∼= Cl(TX)⊗ Cl−d .

There is also a variation for complex scalars. Here G = Od and Ĝ = PinCd . If d is even,
we set A = Cld and F is one of the spin representations ∆±

d , which is a Morita equivalence to
k = C. Again, the action of G on A is the standard one and PinCd acts on F through the inclusion
PinCd ⊆ Cld. If d is odd, then we take A = Cld+1 = Cld⊗Cl1 (on which G acts on the first factor
only), together with F = ∆±

d+1. We obtain the following.

Corollary 5.9. Let X be a d-dimensional Riemannian manifold and let LPinCd
Od

(X) be the lifting
2-line bundle for lifting the structure group of the frame bundle from Od to PinCd . Then, each of
the two possible choices of spin representation provides a canonical isomorphism

L
PinCd
Od

(X) ∼=

{
Cl(TX) if d is even;

Cl(TX)⊗ Cl1 if d is odd.

Since the inclusion U(1) ⊆ C satisfies the assumptions of Lemma 5.2, the second part of
Theorem 5.6 gives in the present situation (say, d even) a new proof of the well-known fact
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that the isomorphism classes of PinCd -structures on X are in bijection with isomorphism classes
of of invertible Cl(TX)-module bundles. For F = ∆+

d , this bijection takes a PinCd -structure
on X to the graded spinor bundle, and for F = ∆−

d , to the grading reversal. If d is odd,
then isomorphism classes of PinCd -structures on X are in bijection with isomorphism classes of
invertible (Cl(TX)⊗Cl1)-module bundles. For F = ∆+

d+1, this bijection takes a PinCd -structure
P on X to the graded (Cl(TX) ⊗ Cl1)-module bundle F = P ×PinCd

∆+
d+1. To obtain the usual

ungraded spinor bundle in odd dimensions this way, one takes the even subbundle F0 of F , which
has an action of Cl(TX) given by modifying the previous action by the extra vector e ∈ Cl1
(Explicitly, it is given by v ▷mod ψ := e ▷ v ▷ ψ for v ∈ TX and ψ ∈ F0.)
As before, there is a variation on this statement in the case that X is oriented and G = SOd,
Ĝ = SpinCd .

We finish this section with some infinite-dimensional examples. These do not, strictly speak-
ing, fit our setup. Instead, one would need to define super 2-vector bundles modeled on suitable
bicategories of C∗-algebras or von Neumann algebras instead of the category of finite-dimensional
algebras used here (see [24] or [5]). However, due to issues with smoothness in this operator al-
gebraic setup, this will often only yield continuous 2-vector bundles, see Remark 2.26.
Let H be a separable complex Hilbert space and let G = PU(H) = U(H)/U(1) be the corre-
sponding projective unitary group. PU(H) acts by conjugation on the algebra A = K(H) of
compact operators on H. Now, F = H is a module for K(H), but PU(H) does not act on H.
Instead, the central extension

U(1) → U(H) → PU(H)

together with the standard action of U(H) on H turns H into (a topological version of) a U(H)-
equivariant K(H)-module; in particular, condition (39) is satisfied. Suppose now that P is a
principal PU(H)-bundle over X. We consider the lifting 2-line bundle LP and the associated
bundle A := P ×PU(H) K(H) of compact operators. It is well known that the (bundle-gerbe-
theoretic) Dixmier-Douady class of LP coincides with the (operator algebraic) Dixmier-Douady
class of A. In a setting of continuous 2-vector bundles, this coincidence obtains a nice new
explanation, via (a continuous version of) Theorem 5.6.
Indeed, Theorem 5.6 provides a LP -twisted A-module bundle H, which gives a 1-morphism

H : LP → A.

In fact, if the bicategory of infinite-dimensional algebras used to define notion of topological
2-vector bundles is such that H provides a Morita equivalence from K(H) to C, then H is in fact
an isomorphism. For example, this is the case in the category of C∗-algebras and Hilbert modules
discussed in the work of Pennig [24]. Then, the 1-morphism H : LP → A is a 1-isomorphism,
and it is clear that the 2-vector bundles LP and A must have the same Dixmier-Douady class.

Another example is the treatment of spinor bundles on the loop space LM of a string manifold
M , which is carried out rigorously in a Fréchet setting in [16]. There, P is the frame bundle of
LM , which is a Fréchet principal bundle for the loop group G = LSpin(d), where d = dim(M).
Let V be a Hilbert space of “spinors on the circle”, which is equipped with a real structure,
and with a Lagrangian subspace L ⊆ V . The unitary group of V has a famous subgroup, the
restricted orthogonal group OL(V ) of unitary operators that commute with the real structure
and fix the equivalence class of L. The restricted orthogonal group is a Banach Lie group, and
there are Lie group homomorphisms

L Spin(d) → L SO(d) → OL(V ).
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We consider the Clifford C∗-algebra A = Cl(V ) of Plymen-Robinson [25], on which OL(V ) acts
by Bogoliubov automorphisms. Thus, the group G = L Spin(d) acts on A. Next, we consider
the Fock space F = FL associated to the Lagrangian subspace L, which is a Cl(V )-module. The
universal central extension

U(1) → L̃ Spin(d) → L Spin(d)

acts F by unitary operators, turning F into a L̃ Spin(d)-equivariant Cl(V )-module. It satisfies
condition Eq. (39), which is in this case traditionally written as

θg(a) = UaU∗,

where g ∈ L Spin(d), θg denotes its Bogoliubov automorphism, a ∈ Cl(V ), and U ∈ L̃ Spin(d)

projecting to g. The precise infinite-dimensional analogue of the general setting is explained in
[16, §2.4], and the fact that the constructions outlined above match this setting is proved in [16,
Thm. 3.2.9].
The bundle gerbe S := GP in this situation is the spin lifting gerbe on loop space. Let LP the
associated 2-line bundle over LM . The algebra bundle Cl(P ) := A = P ×LSpin(d) Cl(V ) is the
Clifford algebra bundle on loop space. The LP -twisted A-module bundle F is the twisted spinor
bundle on loop space. While all these structures have a well-defined meaning in the setting rigged
C∗-algebras and rigged Hilbert space bundles, we currently do not have a complete setting of
infinite-dimensional smooth 2-vector bundles. In such a suitable setting, we would be able to
interpret the twisted spinor bundle F as a 1-morphism

F : LP → Cl(P )

of 2-vector bundles over LM , in analogy to the finite-dimensional cases discussed in Corollar-
ies 5.8 and 5.9.

Appendix A: Cohomology with values in crossed modules

A crossed module Γ of Lie groups of a Lie group homomorphism t : H → G between two Lie
groups and of a left action h 7→ gh of G on H by group homomorphisms, such that t(gh) =

gt(h)g−1 and t(x)h = xhx−1 hold for all g ∈ G and h, x ∈ H [18].

Example A.1. An abelian Lie group A induces a crossed module, denoted BA, with groups
H := A and G := {e}. Any Lie group G induces another crossed module, denoted Gdis, with
groups G and H := G, t = idG and the conjugation action of G on itself.

We need in Section 4.1 and below the passage from a crossed module Γ to the corresponding
Lie 2-groupoid, denoted BΓ. The rationale here is that smooth crossed modules correspond to
strict Lie 2-groups, which in turn correspond to Lie 2-groupoid with a single object. Suppose that
a crossed module Γ is given by Lie groups G and H and a Lie group homomorphism t : H → G.
The associated Lie 2-groupoid BΓ has a single object, its manifold of 1-morphisms is G, and
its manifold of 2-morphisms is H × G, where (h, g) is considered as a 2-morphism from g to
t(h)g. The composition of 1-morphisms of the multiplication of G, the vertical composition of
2-morphisms is (h′, g′)◦ (h, g) = (h′h, g), and the horizontal composition of 2-morphisms is given
by the semi-direct product formula

(h2, g2) • (h1, g1) = (h2
g2h1, g2g1). (41)
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Definition A.2 (Cohomology with values in a crossed module). Let Γ be a crossed module of
Lie groups, and let X be a smooth manifold. The Čech cohomology of X with coefficients in a
crossed module Γ is

Ȟ1(X,Γ) := h0(BΓ+(X)).

That is, we consider the 2-groupoid BΓ with a single object, the presheaf of bicategories BΓ

of level-wise smooth functions to BΓ, 2-stackify using the plus-construction, evaluate at X, and
then take its set of isomorphism classes of objects. See [22, §A.3] for this elegant definition.

In [22, §A.3] it is explained how to spell out Definition A.2 in terms of concrete cocycles. For
this purpose, one performs the plus construction with respect to a surjective submersion obtained
as the disjoint union of the members of an open cover {Aα}α∈A of X. Then, a class in Ȟ1(X,Γ)

is represented by a pair (g, a) where g is a collection of smooth maps gαβ : Uα ∩ Uβ → G and a
is a collection of smooth maps aαβγ : Uα ∩ Uβ ∩ Uγ → H, such that the cocycle conditions

t(aαβγ) · gβγ · gαβ = gαγ and aαγδ · gγδaαβγ = aαβδ · aβγδ (42)

are satisfied. Two cocycles (g, a) and (g′, a′) are equivalent, if – after passing to a common
refinement of the open covers – there exist smooth maps hα : Uα → G and eαβ : Uα ∩ Uβ → H

satisfying

t(eαβ) · hβ · gαβ = g′αβ · hα and a′αβγ ·
g′βγeαβ · eβγ = eαγ · hγaαβγ . (43)

Remark A.3. It is straightforward to see, either from the definition above or from the cocycle
description, that for a Lie group G we obtain Ȟ1(X,Gdis) = Ȟ1(X,G), i.e., the ordinary Čech
cohomology with values in the sheaf of smooth G-valued functions, and for an abelian Lie group
A we obtain Ȟ1(X,BA) = Ȟ2(X,A).

Remark A.4. The Čech cohomology Ȟ1(X,Γ) of X with values in Γ is often called the “non-
abelian (Čech)” cohomology. Indeed, in contrast to ordinary cohomology, Ȟ1(X,Γ) is not a
group, but only a pointed set.

The easiest and most natural kind of morphism one can consider between crossed modules,
called strict homomorphism, is a pair of group homomorphisms G → G′ and H → H ′ that
strictly respect all structure of the crossed modules. A strict homomorphism of crossed modules
induces in an obvious way a map between the corresponding cohomologies, by just composing
cocycles with the group homomorphisms. However, this does not give the correct notion of
isomorphism between the associated 2-stacks BΓ+. It is proved by Aldrovandi-Noohi [1] that
invertible butterflies between crossed modules Γ1 and Γ2 give the correct notion. An invertible
butterfly between crossed modules t1 : H1 → G1 and t2 : H2 → G2 consists of a Lie group K

together with Lie group homomorphisms that make up a commutative diagram

H1

t1

��

i1

  

H2

t2

��

i2

}}

K

p1
~~

p2
!!

G1 G2,

(44)

such that both diagonal sequences are short exact sequences of Lie groups, and the equations

i1(
p1(x)h1) = xi1(h1)x

−1 and i2(
p2(x)h2) = xi2(h2)x

−1 (45)
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hold for all h1 ∈ H1, h2 ∈ H2 and x ∈ K. Since an invertible butterfly establishes an equivalence
of 2-stacks BΓ1

+ ∼= BΓ2
+, see [1], we obtain due to Definition A.2 immediately the following

result.

Proposition A.5. Any invertible butterfly between crossed modules Γ1 and Γ2 induces a bijection

Ȟ1(X,Γ1) ∼= Ȟ1(X,Γ2).

More difficult is to see how the isomorphism of Proposition A.5 is described explicitly on a
cocycle level; since we have not found a reference about this in the literature, we shall describe
this now. Let (g, a) be a cocycle representing a class in Ȟ1(X,Γ1) with respect to an open cover
{Uα}α∈A. By passing to a smaller open cover, we may assume that gαβ lift along p1 : K → G1

to smooth maps g̃αβ : Uα ∩ Uβ → K. Then, we consider fαβ := p2 ◦ g̃αβ : Uα ∩ Uβ → G2. The
first cocycle condition for (g, a) shows that

p1(g̃αγ g̃
−1
αβ g̃

−1
βγ i1(aαβγ)

−1) = 1,

and hence, by exactness of the butterfly’s NE-SW sequence, there exist unique smooth maps
bαβγ : Uα ∩ Uβ ∩ Uγ → H2 such that

i2(bαβγ) = g̃αγ g̃
−1
αβ g̃

−1
βγ i1(aαβγ)

−1.

It is straightforward to show that (f, b) is a cocycle with values in Γ2. Suppose another lift g̃′αβ is
chosen, and let (f ′, b′) be the corresponding cocycle with values in Γ2. Again by exactness of the
NE-SW sequence there exist smooth maps eαβ : Uα ∩ Uβ → H2 such that g̃′αβ = i2(eαβ)g̃αβ . It i
then straightforward to show that the cocycles (f, b) and (f ′, b′) are equivalent via a coboundary
(1, eαβ). Thus, we have a well defined assignment of of cohomology classes in Ȟ1(X,Γ2) to
cocycles with values in Γ1. Next, we suppose that (g, a) and (g′, a′) are equivalent cocycles with
values in Γ1, i.e., there are smooth maps hα : Uα → G1 and eαβ : Uα ∩ Uβ → H1 satisfying
Eq. (43). Suppose that we have chosen the lifts g̃αβ of gαβ . Let h̃α : Uα → K be lifts of hα along
p1. Then, g̃′αβ := i1(eαβ)h̃β g̃αβh̃

−1
α is a valid lift for g′αβ . Let (f ′, b′) be the corresponding cocycle

with values in Γ2. It is then straightforward to check that (f, b) and (f ′, b′) are equivalent via
the coboundary (h′, 1), where h′ consists of the maps h′α := p2 ◦ h̃α. Thus, that we obtain a
well-defined map

Ȟ1(X,Γ1) → Ȟ1(X,Γ2).

Since the invertible butterfly is symmetric, we obtain in the same way a map in the opposite
direction. It is easy to see that these maps are inverses of each other.
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[11] K. Gawȩdzki and N. Reis. WZW branes and gerbes. Rev. Math. Phys., 14(12):1281–1334,
2002. ArXiv:hep-th/0205233.

[12] A. Hatcher. Vector Bundles & K-Theory. in preparation, 2017. Available here.

[13] P. Kristel, M. Ludewig, and K. Waldorf. The insidious bicategory of algebra bundles. Algebr.
Geom. Topol., to appear. ArXiv:2204.03900.

[14] P. Kristel, M. Ludewig, and K. Waldorf. A representation of the string 2-group. Preprint
arXiv:2206.09797.

[15] M. Kapranov and V. A. Voevodsky. 2-categories and Zamolodchikov tetrahedra equations.
Proc. Amer. Math. Soc, 56:177–259, 1994.

[16] P. Kristel and K. Waldorf. Smooth Fock bundles, and spinor bundles on loop space. J.
Differential Geom., 128:193–255, 2024. ArXiv:2009.00333.

[17] H. B. Lawson and M.-L. Michelsohn. Spin Geometry. Princeton University Press, 1989.

http://arxiv.org/pdf/0808.3627
http://arxiv.org/pdf/hep-th/0106194
http://arxiv.org/pdf/hep-th/0106194
http://arxiv.org/pdf/0706.0531
http://arxiv.org/pdf/1509.06811
http://arxiv.org/pdf/math/0301353
http://arxiv.org/pdf/0801.3843
http://arxiv.org/pdf/1610.05754
http://arxiv.org/pdf/0711.1906
http://arxiv.org/pdf/hep-th/0205233
https://pi.math.cornell.edu/~hatcher/VBKT/VBpage.html
http://arxiv.org/pdf/2204.03900
http://arxiv.org/pdf/2206.09797
http://arxiv.org/pdf/2009.00333


2-vector bundles 87

[18] K. Mackenzie. Classification of principal bundles and lie groupoids with prescribed gauge
group bundle. J. Pure Appl. Algebra, 58(2):181–208, 1989.

[19] D. Mertsch. Geometric models for twisted K-theory based on bundle gerbes and algebra
bundles. PhD thesis, Universität Greifswald, 2020.

[20] M. K. Murray. Bundle gerbes. J. Lond. Math. Soc., 54:403–416, 1996. ArXiv:dg-ga/9407015.

[21] T. Nikolaus and C. Schweigert. Equivariance in higher geometry. Adv. Math., 226(4):3367–
3408, 2011. ArXiv:1004.4558.

[22] T. Nikolaus and K. Waldorf. Higher geometry for non-geometric T-duals. Commun. Math.
Phys., 374(1):317–366, 2020. ArXiv:1804.00677.

[23] D. Pavlov. Are bundle gerbes bundles of algebras? 2011. Mathoverflow discussion.

[24] U. Pennig. Twisted K-theory with coefficients in C*-algebras. Preprint arXiv:1103.4096.

[25] R. Plymen and P. Robinson. Spinors in Hilbert space. Cambridge Univ. Press, 1994.

[26] D. M. Roberts. Many finite-dimensional lifting bundle gerbes are torsion. Preprint
arXiv:2104.07936.

[27] U. Schreiber. 2-vectors in Trondheim. 2006. Blogpost.

[28] U. Schreiber. Topology in Trondheim and Kro, Baas & Bökstedt on 2-vector bundles. 2007.
Blogpost.

[29] U. Schreiber. AQFT from n-functorial QFT. Commun. Math. Phys., 291:357–401, 2009.
ArXiv:0806.1079.

[30] C. Schommer-Pries. The classification of two-dimensional extended topological field theories.
PhD thesis, University of California, Berkeley, 2009. ArXiv:1112.1000.

[31] U. Schreiber and K. Waldorf. Connections on non-abelian gerbes and their holonomy. Theory
Appl. Categ., 28(17):476–540, 2013. ArXiv:0808.1923.

[32] K. Waldorf. Algebraic structures for bundle gerbes and the Wess-Zumino term in conformal
field theory. PhD thesis, Universität Hamburg, 2007.

[33] K. Waldorf. More morphisms between bundle gerbes. Theory Appl. Categ., 18(9):240–273,
2007. ArXiv:math.CT/0702652.

[34] K. Waldorf. A loop space formulation for geometric lifting problems. J. Aust. Math. Soc.,
90:129–144, 2011. ArXiv:1007.5373.

http://arxiv.org/pdf/dg-ga/9407015
http://arxiv.org/pdf/1004.4558
http://arxiv.org/pdf/1804.00677
https://mathoverflow.net/questions/72690/are-bundle-gerbes-bundles-of-algebras
http://arxiv.org/pdf/1103.4096
http://arxiv.org/pdf/2104.07936
https://golem.ph.utexas.edu/category/2006/10/topology_in_trondheim_and_kro.html
https://golem.ph.utexas.edu/category/2007/11/2vectors_in_trondheim.html
http://arxiv.org/pdf/0806.1079
http://arxiv.org/pdf/1112.1000
http://arxiv.org/pdf/0808.1923
http://arxiv.org/pdf/math.CT/0702652
http://arxiv.org/pdf/1007.5373

	1 Introduction
	2 2-vector bundles
	3 Properties of 2-vector bundles
	4 Classification of 2-vector bundles
	5 Algebra bundles and lifting gerbes
	A Cohomology with values in crossed modules
	Acknowledgements

